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Abstract In this paper we provide sufficient conditions which guarantee the
existence of a system of invariant measures for semigroups associated to sys-
tems of parabolic differential equations with unbounded coefficients. We prove
that these measures are absolutely continuous with respect to the Lebesgue
measure and study some of their main properties. Finally, we show that they
characterize the asymptotic behaviour of the semigroup at infinity.
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1. Introduction

In this paper we prove the existence of systems {µi : i = 1, . . . ,m} of finite signed
Borel measures which satisfy the equality

m∑
i=1

∫
Rd

(T(t)f)idµi =

m∑
i=1

∫
Rd
fidµi, i = 1, . . . ,m, (1.1)

for any t ≥ 0 and f ∈ Bb(Rd;Rm) (the space of vector-valued bounded Borel func-
tions f : Rd → Rm) or, equivalently, for any f ∈ Cb(Rd;Rm) (the subspace of
Bb(Rd;Rm) consisting of continuous functions). Here, {T(t)}t≥0 (from now on sim-
ply denoted by T(t)) is the semigroup of bounded linear operators on Bb(Rd;Rm),
associated to the vector-valued differential operatorA, defined on smooth functions
ζ = (ζ1, . . . , ζm) by

(Aζ)j(x) :=

d∑
h,k=1

qhk(x)
∂2ζj
∂xhxk

(x) +

d∑
k=1

bk(x)
∂ζj
∂xk

(x) +

d∑
k=1

m∑
i=1

(Bk(x))ji
∂ζi
∂xk

(x)

(1.2)
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for any x ∈ Rd and j = 1, . . . ,m, under suitable assumptions on its coefficients.
Formula (1.1) seems the natural vector-valued counterpart of the invariant measure
of the scalar case. A probability measure is called invariant for a Markov semigroup
{T (t)}t≥0 (from now on simply denoted by T (t)) associated in Bb(Rd) to an elliptic
operator (with unbounded coefficients) A if∫

Rd
T (t)fdµ =

∫
Rd
fdµ, t > 0, f ∈ Bb(Rd).

For this reason, we call system of invariant measures for T(t) any family {µi : i =
1, . . . ,m} of finite measures which satisfy (1.1).

In the scalar case, under quite mild (algebraic) conditions on the coefficients of
the operator A, there exists a unique invariant measure µ and µ is equivalent to the
Lebesgue measure (see Lorenzi [16] and Metafune etc [23]). This measure plays an
essential role in the analysis of the semigroup T (t). Indeed, if the coefficients of A
are unbounded, then the Lp-spaces with respect to the measure µ (say Lp(Rd, µ))
are the best Lp-setting where to study the semigroup T (t) (see e.g., Angiuli etc [4,5],
Davies etc [9], Farkas etc [11], Gross [12], Lorenzi etc [17], Lunardi [19], Metafune
etc [22], Röckner etc [26], Wang [27]). As it is shown in Prüss etc [25], the usual
Lebesgue Lp-spaces are not, in general, a good setting for the semigroup T (t), unless
(restrictive) assumptions are prescribed on the coefficients of the associated elliptic
operator (see also [6] for the vector-valued case). As a matter of fact, the measure µ
is not explicit in general. In any case, both local and global regularity results for its
density ρ with respect to the Lebesgue measure are known in many cases (see e.g.,
Bogachev etc [7], Lorenzi [16] and Metafune etc [21]). The typical way to study
the regularity of ρ is to see it as a distributional solution of the adjoint equation
A∗ρ = 0.

The relevance of the invariant measure µ lies also on the fact that it allows to
characterize the asymptotic behaviour, as t tends to +∞, of the semigroup they
are associated to. Indeed, for any f ∈ Lp(Rd, µ), T (t)f converges in Lp(Rd, µ) to
the average of f with respect to the measure µ, as t tends to +∞ (see e.g., Da
Prato etc [8] and Lorenzi [16]). The convergence is also local uniform in Rd if f is
bounded and continuous (see e.g., Lorenzi etc [18]).

For semigroups associated to systems of elliptic equations, as the case that we
are considering here, the situation is much more complicated and the picture is still
far to be completely clear. One of the most typical feature of the scalar case is the
positivity of the semigroup T (t), which follows from a variant of the classical maxi-
mum principle. This property and the ergodicity of T (t) imply in a straightforward
way that, whenever it exists, µ is a positive measure since∫

Rd
fdµ = lim

t→+∞

1

t

∫ t

0

(T (s)f)(0)ds, f ∈ Cb(Rd).

As it is well known, already in the case of bounded and smooth enough coefficients,
in general the semigroups associated to systems of elliptic operators do not pre-
serve the cone of functions f with all nonnegative components. Indeed, Otsuka [24]
shows that the semigroup associated to the operatorA0 (with smooth and bounded
coefficients), defined on smooth functions ζ by

(A0ζ)j(x) :=

d∑
h,k=1

qhk(x)
∂2ζj
∂xhxk

(x) +

d∑
k=1

m∑
i=1

(Bk(x))ji
∂ζi
∂xk

(x) +

m∑
i=1

Cjiζi(x)



766 D. Addona, L. Angiuli & L. Lorenzi

for any x ∈ Rd and j = 1, . . . ,m, is positive if and only if the drift terms of A0 are
diagonal, i.e., (Bk) = bkIm for any k = 1, . . . , d, and the potential matrix C has
nonnegative elements outside the main diagonal (see also Maz’ia etc [15]).

To the best of our knowledge, the first paper which deals with systems of invari-
ant measures for systems of Kolmogorov equations is Addona etc [2], where the case
of weakly coupled systems with a potential term is considered, i.e., in that situation
the operator A is defined, on smooth enough functions ζ, by

(Aζ)j(x) =

d∑
h,k=1

qhk(x)
∂2ζj(x)

∂xhxk
+

d∑
k=1

bk(x)
∂ζj
∂xk

(x) +

m∑
i=1

(C(x))jiζi(x)

for any j = 1, . . . ,m, x ∈ Rd. Under suitable conditions on C which, in particular,
imply that the associated semigroup T(t) is bounded, in Addona etc [2] we prove
that the semigroup T(t) also preserves the cone of nonnegative functions and this
makes the analysis easier. In particular, we are able to characterize all the systems
of invariant measures in terms of the invariant measure of the scalar semigroup
T (t) associated to the operator A = Tr(QD2) + 〈b,∇〉 in the space of bounded and
continuous functions over Rd.

This paper represents the second step in a better understanding of systems of
invariant measures, its analogies and differences with the invariant measure of the
scalar case. Motivated by the scalar case and also by the results in Addona etc [2]
we would like to define a system of invariant measure through the limit (in a suitable
sense)

lim
t→0

1

t

∫ t

0

(T(s)f)ds, (1.3)

when f : Rd → Rm is an arbitrary bounded and continuous function. The first
problem that we have to face is that, in the scalar case, T (t) is a bounded semigroup.
In general, this is no more true for semigroups associated to systems of Kolmogorov
equations coupled up to the first-order (see Remark 2.1). As it is shown in Addona
etc [1] the semigroup T(t) admits the integral representation

(T(t)f)i(x) =
m∑
j=1

∫
Rd
fj(y)pij(t, x, dy), f ∈ Bb(Rd;Rm), i = 1, . . . ,m,

for any x ∈ Rd, where each pij(t, x, dy) is a signed measure. In Proposition 2.1
we show that the boundedness of T(t) is equivalent to the boundedness of the
family of measures {|pij |(t, x, dy) : t > 0, x ∈ Rd} for any i, j = 1, . . . ,m, where
|pij |(t, x, dy) denotes the total variation of the measure pij(t, x, dy). Nevertheless,
even if this condition is not satisfied, under suitable conditions and using the point-
wise gradient estimate in Proposition 2.4 we prove that, for each x0 ∈ Rd and each
f ∈ Bb(Rd;Rm), the function (T(·)f)(x0) is bounded in (0,+∞) (see Theorem 2.4).
This fundamental result allows us to prove that the limit in (1.3) exists in the sense

that the function x 7→ 1
t

∫ t
0
(T(s)f)(x)ds converges locally uniformly in Rd as t tends

to +∞. The limit gf , which is a continuous, but a priori an unbounded function, has
a controlled growth at infinity, and this property allows us to apply the semigroup
T(t) to such a function gf . It turns out that T(t)gf = gf for any t > 0, i.e., gf is
a fixed point of the semigroup T(t). Using again the pointwise gradient estimates,
we can then conclude that gf is a constant function. This allows us to define m
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systems of invariant measures for the semigroup T(t) (say, {µij : j = 1, . . . ,m},
i = 1, . . . ,m).

We then exploit some properties of the above systems of invariant measures. We
show that each measure µij is absolutely continuous with respect to the Lebesgue
measure and prove some regularity and integrability properties of the density of
their total variations with respect to the Lebesgue measure (see Proposition 3.2
and Theorem 3.3). We also prove that a suitable unbounded function ζ (which is
a power of the Lyapunov function of the scalar operator A = Tr(QD2) + 〈b,∇〉,
see Hypothesis 2.1(iii)) is summable with respect to all the measures |µij |. This

gives a first partial information on the structure of the spaces Lp(Rd, |µij |) and,

combined with Theorem 2.4(i), shows that |T(t)f | is in Lp(Rd, |µij |) for any f ∈
Bb(Rd,Rm) and p ≤ p∗ for a suitable exponent p∗ (explicitly computable). Then,
in Theorem 3.2 we characterize all the systems of invariant measures {µj : j =
1, . . . ,m} such that the above function ζ belongs to L1(Rd, |µj |) for any j: they are
linear combinations of the measures µij in the sense that there exist real constants

c1, . . . , cm such that µj =
∑m
i=1 ciµ

i
j for any j = 1, . . . ,m. This result shows, in

particular, that systems of invariant measures are infinitely many. Among all the
systems of invariant measures, the m systems {µij : j = 1, . . . ,m} have a very
relevant peculiarity: as the invariant measure of the scalar case, they are related
to the long-time behaviour of the function T(t)f . More precisely, in Theorem 3.5
we show that (T(t)f)i converges to

∑m
j=1

∫
Rd fjdµ

i
j for any i = 1, . . . ,m and any

bounded and continuous function f , locally uniformly in Rd as t tends to +∞.

Finally, we confine to a particular case where the invariant measure of the scalar
operator A is explicit and provide a sufficient condition for a system of measures,
absolutely continuous with respect to the Lebesgue measure, to be a system of in-
variant measures for T(t). Based on this result, we provide some concrete examples
of systems of invariant measures, which consist of signed measures.

The paper is organized as follows. In Section 2 we first introduce the main
assumptions on the coefficients of the operator A that we use in the paper. In
particular, these assumptions guarantee the existence of both the semigroups T (t)
and T(t) and the invariant measure µ of the semigroup T (t). We also provide a
class of elliptic systems which satisfies our assumptions. Then, we prove that the
so-called weak generator can be applied to the semigroup T(t) and characterize its
domain. Subsection 2.3 is devoted to pointwise gradient estimates, which relate the
jacobian matrix of T(t)f to the scalar semigroup T (t) applied to the jacobian matrix
of f or to f itself. This kind of estimates have been already proved in [6] when the
semigroup T(t) is associated to an elliptic operator with a nontrivial potential term.
In that case the presence of the potential term was crucial to deduce the estimates.
To conclude, in Subsection 2.4, we prove some further relevant properties of the
semigroup T(t) that we need in the paper. In Section 3, the main body of the
paper, we prove the existence of systems of invariant measures for the semigroup
T(t), study their main properties as well as the asymptotic behaviour of the function
T(t)f when t tends to +∞ and f is bounded and continuous over Rd. Finally, in
Appendix A we collect elliptic and parabolic a priori estimates which we use in the
paper.

Notation. Vector-valued functions are displayed in bold style. Given a function
f (resp. a sequence (fn)) as above, we denote by fi (resp. fn,i) its i-th component
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(resp. the i-th component of the function fn). By Bb(Rd;Rm) we denote the
set of all the bounded Borel measurable functions f : Rd → Rm, where ‖f‖2∞ =∑m
k=1 supx∈Rd |fk(x)|2. For any k ≥ 0, Ckb (Rd;Rm) is the space of all f : Rd → Rm

whose components belong to Ckb (Rd;R) (throughout the paper simply denoted by
Ckb (Rd)), where “b” stays for bounded. Similarly, the subscripts “c”, ”0” and “loc”
stands for compactly supported, vanishing at infinity and locally, respectively. The
symbols Dtf , Dif and Dijf , respectively, denote the time derivative, the first-
order spatial derivative with respect to the i-th variable and the second-order spatial
derivative with respect to the i-th and j-th variables. We write Jxu for the Jacobian
matrix of u with respect to the spatial variables, omitting the subscript x when no
confusion may arise. By ej we denote the j-th vector of the Euclidean basis of Rm.
Finally, throughout the paper we denote by c a positive constant, which may vary
from line to line and, if not otherwise specified, may depend at most on d, m. We
write cδ when we want to stress that the constant depends on δ.

2. Assumptions, preliminary results and gradient
estimates

2.1. Assumptions and preliminary results

We consider the following standing assumptions on the coefficients of the operatorA
defined in (1.2) which we split into the sum of two differential operators as follows:

(Aζ)j(x) =: (Aζj)(x) +

d∑
k=1

m∑
i=1

(Bk(x))jiDkζi(x), j = 1, . . . ,m,

for any x ∈ Rd and any smooth enough function ζ : Rd → Rm.

Hypotheses 2.1. (i) The coefficients qij = qji belong to C1+α
loc (Rd), for any

i, j = 1, . . . , d and some α ∈ (0, 1). Moreover, λ0 := infx∈Rd λQ(x) > 0
where λQ(x) denotes the minimum eigenvalue of the matrix Q(x);

(ii) the coefficients bi and the entries of the matrices Bi (i = 1, . . . , d) belong
to C1+α

loc (Rd). Moreover, there exists a nonnegative function ψ such that

|(Bi)jk| ≤ ψ in Rd, for any j, k = 1, . . . ,m, i = 1, . . . , d and ξ := supRd λ
− 1

2

Q ψ <
+∞;

(iii) there exist a∗ ∈ R, c∗ > 0 and a (Lyapunov) function 1 ≤ ϕ ∈ C2(Rd), blowing
up as |x| tends to +∞, such that Aϕ ≤ a∗−c∗ϕ, where A = Tr(QD2)+〈b,∇〉,
and b = (b1, . . . , bd);

(iv) there exists p0 ∈ (1, 2] such that

0 > σp0 := sup
x∈Rd

[
ΛJxb(x)+

( d∑
i,j=1

|DjBi(x)|2
) 1

2

+
d(mξ+dk(x)(λQ(x))−

1
2 )2

4 min{1, p0 − 1}

]
,

where ΛJxb(x) is any function which bounds from above the quadratic form
associated to (Jxb)(x) and k(x) = max

1≤i,j,h≤d
|Dhqij(x)| for any x ∈ Rd;

(v) there exist two constants γ > 2 and cγ > 0 such that ψγ ≤ cγϕ in Rd.
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Example 2.1. Let A be the second order elliptic differential operator defined in
(1.2) with

Q(x) = (1 + |x|2)pQ0(x), b(x) = −b0x(1 + |x|2)r, Bi(x) = (1 + |x|2)siB0
i (x),

for any x ∈ Rd, where Q0(x) is a positive definite d × d-matrix for any x ∈ Rd,
b0 > 0, B0

i (x) are m×m-matrices for any x ∈ Rd, the entries of the matrix-valued
functions Q0 and B0

i (i = 1, . . . , d) belong to C1+α
b (Rd) for some α ∈ (0, 1), and

p, r, si ≥ 0 satisfy the conditions smax := max{s1, . . . , sd} ≤ p/2 and r > p. Clearly,
Hypothesis 2.1(i) and (ii) are satisfied. In particular, λQ(x) ≥ λ1(1 + |x|2)p for

any x ∈ Rd and ξ ≤ ξ0 := λ
−1/2
1 maxi=1,...,d ‖B0

i ‖∞, where λ1 denotes the infimum
over Rd of the minimum eigenvalue of the matrix Q0(x). Moreover, for any choice
of h ∈ N the function ϕ(x) = (1 + |x|2)h is a Lyapunov function for the operator
A = Tr(QD2) + 〈b,∇〉, so that Hypotheses 2.1(iii) and (v) are trivially satisfied,
this latter one for any choice of γ > 2. Finally, since k(x) ≤ c0(1 + |x|2)p for any
x ∈ Rd and some positive constant c0, we obtain that, if there exists p0 ∈ (1, 2] such
that ( d∑

i,j=1

(2si‖B0
i ‖∞ + ‖DjB

0
i ‖∞)2

) 1
2

+
d(mξ0 + dc0λ

− 1
2

1 )2

4 min{1, p0 − 1}
< b0, (2.1)

then Hypothesis 2.1(iv) is fulfilled. Indeed,

ΛJxb(x)+

( d∑
i,j=1

|DjB
0
i (x)|2

) 1
2

+
d(mξ+dk(x)(λQ(x))−

1
2 )2

4 min{1, p0 − 1}

≤(1 + |x|2)r
[
(1 + |x|2)smax−r

( d∑
i,j=1

(2si(1 + |x|2)−
1
2 ‖B0

i ‖∞ + ‖DjB
0
i ‖∞)2

) 1
2

− b0

+
d(mξ0 + dc0λ

− 1
2

1 (1 + |x|2)−
p
2 )2

4 min{1, p0 − 1}
(1 + |x|2)p−r

]
for any x ∈ Rd. Due to our choice of the parameters p, r and s, the function in
square brackets assume its maximum value at x = 0, which is negative when (2.1)
is satisfied.

Under (a part of) Hypotheses 2.1 the following result holds true.

Theorem 2.2 (Section 4, Metafune etc [23]). Assume that Hypotheses 2.1(i)-(iii)
are satisfied. Then, for any f ∈ Cb(Rd) the Cauchy problemDtu(t, x) = Au(t, x), t ∈ (0,+∞), x ∈ Rd,

u(0, x) = f(x), x ∈ Rd,

admits a unique classical solution uf ∈ Cb([0,+∞)×Rd)∩C1+α/2,2+α
loc ((0,+∞)×Rd)

satisfying ‖uf (t, ·)‖∞ ≤ ‖f‖∞ for any t ≥ 0. Moreover, if we set T (t)f := uf (t, ·)
for any t > 0 and f ∈ Cb(Rd), and T (0) = Id, then T (t)gn converges to T (t)g locally
uniformly as n tends to +∞, for any t > 0 and any bounded sequence (gn) ⊂ Cb(Rd)
converging pointwise in Rd to g ∈ Cb(Rd).
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The semigroup T (t) admits the following integral representation:

(T (t)f)(x) =

∫
Rd
f(y)p(t, x, dy), t > 0, x ∈ Rd, f ∈ Cb(Rd), (2.2)

where the p(t, x, dy)’s are probability Borel measures, each of them equivalent to
the Lebesgue measure. In addition, Hypothesis 2.1(iii) implies that T (t) admits a
unique invariant measure µ, that is a Borel probability measure which satisfies the
condition ∫

Rd
T (t)fdµ =

∫
Rd
fdµ, t ≥ 0,

for any f ∈ Cb(Rd). This result is due to Has’minskii (see Has’minskii [13, Chapter
3, Theorem 5.1]). Hypothesis 2.1(iii) and the result in Kunze etc [14], (see Lemma
5.3), imply that ϕ ∈ L1(Rd, µ), that one can apply the scalar semigroup T (t) to the
function ϕ and

(T (t)ϕ)(x) ≤ c−1
∗ a∗ + ϕ(x), t > 0, x ∈ Rd, (2.3)

where the constants a∗ and c∗ are the same as in the quoted hypothesis.

Hypotheses 2.1(i)-(iii) ensure that also the vector-valued Cauchy problem asso-
ciated to the operator A admits a unique classical solution.

Theorem 2.3 (Theorem 2.9, Addona etc [1]). Let Hypotheses 2.1 be satisfied.
Then, for any f ∈ Cb(Rd;Rm) the Cauchy problemDtu(t, x) = Au(t, x), t ∈ (0,+∞), x ∈ Rd,

u(0, x) = f(x), x ∈ Rd,
(2.4)

admits a unique locally in time bounded classical solution u. Moreover, u belongs

to C
1+α/2,2+α
loc ((0,+∞)× Rd;Rm) and

|u(t, x)|2 ≤ e2βt(T (t)|f |2)(x), (t, x) ∈ [0,+∞)× Rd, (2.5)

where β = 4−1m2dξ2 and ξ is defined in Hypothesis 2.1(ii). As a byproduct,

|u(t, x)| ≤ eβt‖f‖∞, (t, x) ∈ [0,+∞)× Rd, f ∈ Cb(Rd;Rm). (2.6)

Remark 2.1. In the scalar case, the semigroup associated to an elliptic operator
A with zero potential term is always contractive as a straightforward consequence
of the maximum principle. In the vector-valued case, the maximum principle does
not hold if the elliptic operator is coupled at the first-order as our operator is. This
shows why we cannot expect (2.5) with β = 0. On the other hand, we can expect
neither the semigroup T(t) to be bounded. Indeed, consider the two-dimensional
elliptic operator A defined on smooth functions ζ = (ζ1, ζ2) by

Aζ = (Dxxζ1 −Dxζ1 +Dxζ2, Dxxζ2 − 5Dxζ1 +Dxζ2).

A straightforward computation shows that, if f(x) = (cos(x), 2 sin(x) + cos(x)) for
any x ∈ R, then (T(t)f)(x) = (et cos(x), et(2 sin(x) + cos(x)) for any t > 0 and
x ∈ R. As a consequence, ‖T(t)f‖∞ ≥ et for any t > 0.
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Theorem 2.3 allows to introduce the vector-valued semigroup T(t) of bounded
linear operators in Cb(Rd;Rm) by setting (T(t)f)(x) := u(t, x), for any t ≥ 0 and
x ∈ Rd, where u is the classical solution to the Cauchy problem (2.4). By Addona
etc [1, Theorem 3.3], the following integral representation formula

(T(t)f)i(x) =

m∑
j=1

∫
Rd
fj(y)pij(t, x, dy), f ∈ Cb(Rd;Rm), i = 1, . . . ,m, (2.7)

holds true for any t > 0, where {pij(t, x, dy) : t > 0, x ∈ Rd, i, j = 1, . . . ,m} is a
family of finite signed Borel measures, which are absolutely continuous with respect
to the Lebesgue measure. Formula (2.7) allows to extend easily the semigroup T(t)
to Bb(Rd;Rm), by approximating any f ∈ Bb(Rd;Rm) by a bounded sequence (fn) ⊂
Cb(Rd;Rm), which converges to f almost everywhere (with respect to each measure
pij(t, x, dy)) in Rd. We can also use this formula to characterize the boundedness of
the semigroup T(t) in terms of the boundedness of the total variations |pij |(t, x, dy)
of the measures pij(t, x, dy) (t > 0, x ∈ Rd).

Proposition 2.1. The semigroup T(t) is bounded in Cb(Rd;Rm) if and only if the
family of measures {|pij |(t, x, dy) : t > 0, x ∈ Rd} is bounded for any i, j = 1, . . . ,m.

Proof. Suppose that the semigroup T(t) is bounded and fix t > 0, x ∈ Rd and
i, j ∈ {1, . . . ,m}. By the Hahn decomposition theorem, there exist two disjoint
Borel sets P ijx and N ij

x , whose union is Rd, which are, respectively, the supports of
the positive part p+

ij(t, x, dy) and of the negative part p−ij(t, x, dy) of the measure
pij(t, x, dy).

Since each measure pij(t, x, dy) is absolutely continuous with respect to the
Lebesgue measure, we can determine two bounded sequences (fn), (gn) ⊂ Cb(Rd)
converging to χP ijx and χNijx , respectively, almost everywhere in Rd (with respect
to the measure pij(t, x, dy)). We set fn = fnej and gn = gnej and observe that

p+
ij(t, x,R

d) = pij(t, x, P
ij
x ) =

∫
Rd
χP ijx (y)pij(t, x, dy)

= lim
n→+∞

∫
Rd
fn(y)pij(t, x, dy) = lim

n→+∞
(T(t)fn)i(x).

From the boundedness of each operator T(t) and the previous formula we deduce
that sup(t,x)∈(0,+∞)×Rd p

+
ij(t, x,Rd) < +∞. Replacing (fn) with the sequence (gn)

and arguing similarly, we conclude that sup(t,x)∈(0,+∞)×Rd p
−
ij(t, x,Rd) < +∞ Thus,

the family {|pij |(t, x, dy) : t > 0, x ∈ Rd} is bounded for any i, j = 1, . . . ,m.
The other part of the statement follows trivially from the representation formula

(2.7). Indeed, let M > 0 be any constant such that |pij |(t, x,Rd) ≤M for any t > 0,
x ∈ Rd, i, j = 1, . . . ,m. Then, we can estimate

|(T(t)f)i(x)| ≤
∣∣∣∣ m∑
j=1

∫
Rd
fj(y)pij(t, x, dy)

∣∣∣∣ ≤ m∑
j=1

∫
Rd
|fj(y)||pij |(t, x, dy)

≤M
m∑
j=1

‖fj‖∞ ≤M
√
m‖f‖∞

for any t > 0, x ∈ Rd, i = 1, . . . ,m, f ∈ Cb(Rd;Rm) and we are done.
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2.2. The weak generator of T(t)

As it is known, (in general) semigroups associated with scalar elliptic operators
with unbounded coefficients are not strongly continuous in Cb(Rd). However, it is
possible to associate the so called weak generator to them, in two different ways (see,
e.g., Lorenzi [16] and Metafune etc [23]). This approach has been already extended
to vector-valued weakly coupled elliptic operators with unbounded coefficients in
Delmonte etc [10]. We show that it works also in our case.

The first approach considered leads to the definition of the resolvent of the
generator by means of the Laplace transform. Indeed, thanks to estimate (2.6),
the function t 7→ e−λt(T(t)f)(x) is continuous and belongs to L1((0,+∞)) for any
λ > β and x ∈ Rd. Hence, we can define bounded operators R(λ) in Cb(Rd;Rm)
for λ > β through the formula

(R(λ)f)(x) =

∫ +∞

0

e−λt(T(t)f)(x)dt, x ∈ Rd, f ∈ Cb(Rd;Rm). (2.8)

The family {R(λ) : λ > β} satisfies the resolvent identity and every operator R(λ)

is injective in Cb(Rd;Rm), so that there exists a unique closed operator (Â, D̂)

such that R(λ) = (λ − Â)−1 for any λ > β, i.e., λ − Â is bijective from D̂ onto
Cb(Rd;Rm) for any λ > β (see e.g., Yosida [28, Section 8.4]).

On the other hand, we can define the weak generator of T(t) mimicking the
classical definition of infinitesimal generator of a strongly continuous semigroup, by
setting

D̃ =

{
u ∈ Cb(Rd;Rm) : sup

t>0

∥∥∥∥T(t)u− u

t

∥∥∥∥
∞
< +∞ and ∃g ∈ Cb(Rd;Rm)

such that lim
t→0+

(T(t)u)(x)− u(x)

t
= g(x) ∀x ∈ Rd

}
,

Ãu = g, u ∈ D̃.

The same arguments used in the scalar case (see Metafune etc [23, Section 5])

show that Â and Ã actually coincide. Thus, we can set A := Â = Ã, D := D̂ = D̃
and prove the following characterization for the weak generator (A,D).

Proposition 2.2. The weak generator (A,D) of the semigroup T(t) coincides with
the operator (A, Dmax(A)), where Dmax(A) denotes the domain of the maximal
realization of the operator A in Cb(Rd;Rm), i.e.,

Dmax(A) =

{
u ∈ Cb(Rd;Rm) ∩

⋂
1≤p<∞

W 2,p
loc (Rd,Rm) : Au ∈ Cb(Rd;Rm)

}
.

Moreover, for any f ∈ Dmax(A) and t > 0 the function T(t)f belongs to Dmax(A)
and T(t)Af = AT(t)f for any t > 0. Finally, for any f ∈ Dmax(A) and x ∈ Rd,
the function (T(·)f)(x) is continuously differentiable in [0,+∞) with

d

dt
(T(t)f)(x) = (T(t)Af)(x), t ≥ 0. (2.9)
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Proof. Fix u ∈ D, λ > β and let f ∈ Cb(Rd;Rm) be such that u = R(λ,A)f .
For any n ∈ N let the function un be defined by

un(x) =

∫ n

1/n

e−λt(T(t)f)(x)dt, x ∈ Rd.

Taking estimate (2.6) into account we deduce that supn∈N ‖un‖∞ < +∞ and un
converges to u uniformly in Rd as n tends to +∞. Moreover,

Aun(x) =

∫ n

1/n

e−λt(AT(t)f)(x)dt =

∫ n

1/n

e−λt(DtT(t)f)(x)dt

= e−λn(T(n)f)(x)− e−λ/n(T(n−1)f)(x) + λun, (2.10)

whence supn∈N ‖Aun‖∞ < +∞ as well. Estimate (A.1) yields that ‖un,k‖W 2,p(B(0,r))

≤ cp,r for any n ∈ N, k = 1, . . . ,m, r > 0 and p ∈ (1,+∞). By compactness, there

exist ū1, . . . , ūm ∈W 2,p
loc (Rd) such that un,k converges to ūk (k = 1, . . . ,m) strongly

in W 1,p(B(0, r)) and weakly in W 2,p(B(0, r)) for any r > 0. Thus, we infer that
ūk = uk, whence uk ∈W 2,p

loc (Rd) for any k = 1, . . . ,m and p ∈ [1,+∞).

Since un converges to u weakly in W 2,p
loc (Rd;Rm), Aun converges to Au weakly

in Lploc(Rd;Rm). On the other hand formula (2.10) implies that Aun converges to
λu − f locally uniformly in Rd as n tends to +∞. As a byproduct, we conclude
that Au = λu − f ∈ Cb(Rd;Rm), i.e., Au = Au ∈ Cb(Rd;Rm). This yields that
D ⊂ Dmax(A) and Au = Au for any u ∈D.

From the definition of D and the inclusion D ⊂ Dmax(A), it follows that D =
Dmax(A) if and only if λ − A is injective on Dmax(A). To prove the injectivity
of λ −A on Dmax(A) we show that u = 0 is the unique solution to the equation
λu −Au = 0 in Dmax(A). To this aim, let u ∈ Dmax(A) solve such an equation.
A straightforward computation reveals that |u|2

λ|u|2 − 1

2
A|u|2 = −

d∑
i,j=1

m∑
k=1

qijDiukDjuk +

d∑
i=1

m∑
j,k=1

(Bi)kjukDiuj . (2.11)

Using Hypotheses 2.1(i)-(ii) we can estimate the term in the right-hand side of
(2.11) as follows

−
d∑

i,j=1

m∑
k=1

qijDiukDjuk +
d∑
i=1

m∑
j,k=1

(Bi)kjukDiuj ≤ −λQ|Jxu|2 +m
√
dψ|u||Jxu|

≤ (εψ2 − λQ)|Jxu|2 +
m2d

4ε
|u|2

≤ λQ(εξ2 − 1)|Jxu|2 +
m2d

4ε
|u|2.

Choosing ε = ξ−2 we obtain that λ|u|2 − Â0|u|2 ≤ 0 where Â0 = 1
2A + m2dξ2

4 .
Hypothesis 2.1(iii) and the maximum principle in Lorenzi [16, Theorem 3.1.6] yield
that u = 0.

To complete the proof, let us fix f ∈ Dmax(A) and t > 0. Estimate (2.5) and
the semigroup law show that∣∣∣∣T(h)− I

h
T(t)f −T(t)Af

∣∣∣∣2 =

∣∣∣∣T(t)

(
T(h)− I

h
f −Af

)∣∣∣∣2
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≤ e2βtT (t)

(∣∣∣∣T(h)− I
h

f −Af

∣∣∣∣2). (2.12)

Since f ∈ Dmax(A) = D it holds that suph∈(0,1) ‖(T(h)f − f)h−1‖∞ < +∞ and

(T(h)f − f)h−1 converges pointwise to Af as h tends to 0+. Thanks to Theorem
2.2, the right-hand side of (2.12) vanishes locally uniformly as h tends to 0+. Thus,
(T(h)T(t)f − T(t)f)h−1 converges to T(t)Af locally uniformly as h tends to 0+.
Moreover, the semigroup law, estimate (2.6) and the fact that suph∈(0,1) ‖(T(h)f −
f)h−1‖∞ < +∞ imply that suph∈(0,1) ‖(T(h)T(t)f −T(t)f)h−1‖∞ < +∞; whence
we deduce that T(t)f ∈D = Dmax(A) and AT(t)f = T(t)Af .

To show formula (2.9), we fix x ∈ Rd, f ∈ Dmax(A) and observe that estimate
(2.12) implies that the right-derivative of the function (T(·)f)(x) exists in [0,+∞)
and coincide with the function (T(·)Af)(x). Since this function is continuous in
[0,+∞), formula (2.9) follows at once.

2.3. Pointwise gradient estimates

In this subsection we provide sufficient conditions which ensure pointwise gradient
estimates for the vector-valued semigroup T(t). As a by product, under additional
assumptions we show that the function T(·)f is uniformly bounded in [0,+∞) ×
B(0, r) for any f ∈ Cb(Rd;Rm) and r > 0.

Proposition 2.3. Under Hypotheses 2.1(i)-(iv), for any p ≥ p0 and any f ∈
C1
b (Rd;Rm) it holds that

|(JxT(t)f)(x)|p ≤ epσp0 t(T (t)|Jf |p)(x), t > 0, x ∈ Rd, (2.13)

where σp0 is defined in Hypothesis 2.1(iv).

Proof. Let f and p be as in the statement. We claim that

|Jxun(t, x)|p ≤ epσp0 t(TNn (t)|Jf |p)(x), t > 0, x ∈ B(0, n), (2.14)

where un is the unique classical solution to the homogeneous Neumann-Cauchy
problem associated to the equation Dtu = Au in B(0, n) and TNn (t) denotes the
semigroup associated to the realization of the operator A in Cb(B(0, n)) with ho-
mogeneous Neumann boundary conditions. Once (2.14) is proved, (2.13) will fol-
low simply observing that un converges to T(·)f in C1,2(K) for any compact set
K ⊂ (0,+∞)× Rd (see Addona etc [1, Remark 2.10]) and TNn (·)|Jf |p converges to
T (·)|Jf |p for any K as above.

So, let us prove (2.14). Fix ε > 0 and for any n ∈ N set vn := (|Jxun|2 + εp)
p/2,

where εp = ε > 0 if p ∈ (p0, 2) and p0 < 2 and εp = 0 otherwise (i.e., p ≥ 2). By

classical results, vn belongs to C1,2((0, T ) × B(0, n)) ∩ Cb([0, T ] × B(0, n)) for any
T > 0 and

Dtvn = Avn + pv
1− 2

p
n (ψ1 + ψ2) + pv

1− 4
p

n ψ3, in (0,+∞)×B(0, n),

∂vn
∂ν

(t, x) ≤ 0, in (0,+∞)× ∂B(0, n),

vn(0, ·) = (|Jf |2 + εp)
p
2 , in B(0, n),
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where

ψ1 =

m∑
k=1

〈(Jxb)∇xun,k,∇xun,k〉 −
d∑
i=1

m∑
k=1

|
√
Q∇xDiun,k|2,

ψ2 =

d∑
i,j=1

〈DiBjDjun, Diun〉+
d∑

i,j=1

〈BjDijun, Diun〉+
d∑

i,j,h=1

Dhqij〈Dijun, Dhun〉,

ψ3 =(2− p)
m∑
k=1

|
√
QD2

xun,k∇xun,k|2.

We can estimate ψ1 and ψ2 as follows:

ψ1 ≤ΛJb|Jxun|2 −
d∑
i=1

m∑
k=1

|
√
Q∇xDiun,k|2

≤ΛJb|Jxun|2 − λQ|D2
xun|2 (2.15)

and

|ψ2| ≤
( d∑
i,j=1

|DjBi|2
) 1

2

|Jxun|2 + (
√
dmξ

√
λQ + d

3
2 k)|Jxun||D2

xun|

≤
[( d∑

i,j=1

|DjBi|2
) 1

2

+
1

4a
(
√
dmξ + d

3
2 kλ

− 1
2

Q )2

]
|Jxun|2 + aλQ|D2

xun|2 (2.16)

for any a > 0. Note that if p ≥ 2 then ψ3 ≤ 0. In this case, the second part of
estimate (2.15) and estimate (2.16) with a = 1 yield that Dtvn − Avn ≤ pσp0vn.
Otherwise if p0 < 2 and p ∈ (p0, 2) then the function ψ3 is nonnegative and can be
estimated as follows:

(2− p)−1ψ3 ≤
d∑

i,j=1

m∑
k=1

|
√
Q∇xDiun,k||

√
Q∇xDjun,k||Diun,k||Djun,k|

=

m∑
k=1

( d∑
i=1

|
√
Q∇xDiun,k||Diun,k|

)2

≤
m∑
k=1

d∑
i=1

|
√
Q∇xDiun,k|2|∇xun,k|2

≤|Jxun|2
m∑
k=1

d∑
i=1

|
√
Q∇xDiun,k|2. (2.17)

Summing up, from (the first part of) (2.15), (2.16) and (2.17), we obtain that

Dtvn −Avn ≤pv
1− 2

p
n |Jxun|2

[
ΛJb +

( d∑
i,j=1

|DjBi|2
) 1

2

+
1

4a
(
√
dmξ + d

3
2 kλ

− 1
2

Q )2

]

+ p(1− p)v1− 2
p

n

m∑
k=1

d∑
i=1

〈Q∇Diun,k,∇Diun,k〉+ apv
1− 2

p
n λQ|D2

xun|2
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≤pv1− 2
p

n |Jxun|2
[
ΛJb +

( d∑
i,j=1

|DjBi|2
) 1

2

+
1

4a
(
√
dmξ + d

3
2 kλ

− 1
2

Q )2

]
+ pv

1− 2
p

n [(1− p+ a)λQ|D2
xun|2.

Thus, choosing a = p − 1, the coefficient in front of |D2
xun|2 vanishes and the

estimate becomes Dtvn −Avn ≤ pσp0vn − pσp0εp0v
1−2/p
n ≤ pσp0vn − pσp0ε

p/2
p .

Now, the procedure is the same in the two cases considered: we set wn(t, ·) :=

vn(t, ·)− εp/2p − epσp0 tTNn (t)((|∇f |2 + εp)
p/2) for any t ≥ 0 and observe that

Dtwn − (A+ pσp0)wn ≤ 0, in (0,+∞)×B(0, n),
∂wn
∂ν
≤ 0, in (0,+∞)× ∂B(0, n),

wn(0, ·) = −ε
p
2
p , in B(0, n).

The classical maximum principle yields that wn ≤ 0 in (0,+∞) × B(0, n), i.e.,

vn(t, ·) ≤ epσp0 tTNn (t)((|∇f |2 + εp)
p/2) + ε

p/2
p for any t > 0 and this concludes the

proof if p ≥ 2. Otherwise, we let εp tend to 0+ and again we conclude the proof.

Proposition 2.4. Under Hypotheses 2.1(i)-(iv), for any p ≥ p0 there exists a
positive constant Cp such that

|(JxT(t)f)(x)|p ≤ Cpepσp0 t(1 ∨ t−
p
2 )(T (t)|f |p)(x), t > 0, x ∈ Rd, (2.18)

for any f ∈ Cb(Rd;Rm).

Proof. Here, we take advantage of the notation and the results in the proof of
Proposition 2.3. We actually reduce ourselves to proving that for any p ≥ p0 there
exists a positive constant kp such that

|Jxun(t, x)|p ≤ kpt−
p
2 (TNn (t)|f |p)(x), t ∈ (0, 1], x ∈ B(0, n), (2.19)

for any n ∈ N and f ∈ Cb(Rd;Rm). Once (2.19) is proved, letting n tend to +∞ we
obtain

|(JxT(t)f)(x)|p ≤ kpt−
p
2 (T (t)|f |p)(x), t ∈ (0, 1], x ∈ B(0, n). (2.20)

Finally, estimate (2.18) will follow using the semigroup rule, estimates (2.13),
(2.20) and the positivity of the scalar semigroup T (t). Indeed, if t > 1 then

|(JxT(t)f)(x)|p =|(JxT(t− 1)T(1)f)(x)|p ≤ epσp0 (t−1)(T (t− 1)|JxT(1)f |p)(x)

≤kpepσp0 (t−1)(T (t)|f |p)(x)

for any x ∈ Rd, and (2.18) follows with Cp = kpe
p|σp0 |.

So, let us prove estimate (2.19). First, we set

vn(t, x) := (|un(t, x)|2 + γt|Jxun(t, x)|2 + εp)
p
2

for any t ∈ (0, 1], x ∈ Rd and n ∈ N, where εp is as in the proof of Proposition 2.3
and γ is a positive constant which will be fixed later. For any n ∈ N, the function
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vn belongs to C1,2((0,+∞) × B(0, n)) ∩ C([0,+∞) × B(0, n)), is bounded in each
strip [0, T ]×B(0, n) and

Dtvn = Avn + pv
1− 2

p
n (ψ̃1 + ψ̃2 + ψ̃3) + pv

1− 4
p

n ψ̃4, in (0, 1]×B(0, n),
∂vn
∂ν

(t, x) ≤ 0, in (0, 1]× ∂B(0, n),

vn(0, ·) = (|f |2 + εp)
p
2 , in B(0, n),

with

ψ̃1(t, ·) =−
m∑
k=1

|
√
Q∇xun,k(t, ·)|2 + γtψ1(t, ·),

ψ̃2(t, ·) =γtψ2(t, ·),

ψ̃3(t, ·) =
γ

2
|Jxun(t, ·)|2 +

d∑
j=1

〈un(t, ·), BjDjun(t, ·)〉,

ψ̃4(t, ·) =(2− p)
m∑

h,k=1

〈Qζh(t, ·), ζk(t, ·)〉,

where ζj = uj∇xun,j + γtD2
xun,j∇xun,j for j = 1, . . . ,m and the functions ψ1 and

ψ2 are defined in the proof of Proposition 2.3.
Using Hypothesis 2.1(i)-(ii) and the Young inequality we estimate ψ̃i, i = 1, 2, 3

in the following way:

ψ̃1(t, ·) ≤γtΛJb|Jxun(t, ·)|2−
m∑
k=1

|
√
Q∇xun,k(t, ·)|2−γt

d∑
i=1

m∑
k=1

|
√
Q∇xDiun,k(t, ·)|2

=: γtΛJb|Jxun(t, ·)|2−I1(t, ·)− γtI2(t, ·)
≤γtΛJb|Jxun(t, ·)|2 − λQ|Jxun(t, ·)|2 − γtλQ|D2

xun(t, ·)|2, (2.21)

ψ̃2(t, ·) ≤γt
[( d∑

i,j=1

|DjBi|2
) 1

2

+
(
√
dmξ+d

3
2 kλ

− 1
2

Q )2

4a

]
|Jxun(t, ·)|2

+ aγtλQ|D2
xun(t, ·)|2, (2.22)

ψ̃3(t, ·) ≤γ
2
|Jxun(t, ·)|2 +

( d∑
j=1

|Bj |2
) 1

2

|un(t, ·)||Jxun(t, ·)|

≤γ
2
|Jxun(t, ·)|2 +

√
dmξλ

1
2

Q|un(t, ·)||Jxun(t, ·)|

≤dm
2ξ2

4ε
|un(t, ·)|2 +

(
γ

2
+ ελQ

)
|Jxun(t, ·)|2 (2.23)

for any t ∈ (0, 1] and a, ε > 0, where ξ is defined in Hypothesis 2.1(ii). We distin-

guish two cases. If p ≥ p0 ∨ 2 then ψ̃4 ≤ 0. Thus, using the previous estimates
with a = 1, ε = 2−1 and γ = λ0 and Hypothesis 2.1(iv) we obtain immediately that

Dtvn−Avn ≤ 2−1pdm2ξ2v
1− 2

p
n |un|2 ≤ hpvn, where hp = 2−1pdm2ξ2. On the other
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hand, if p0 < 2 and p ∈ (p0, 2) then we need to estimate ψ̃4 too. We obtain

ψ̃4(t, ·) ≤
( m∑
h=1

|un,h(t, ·)||
√
Q∇un,h(t, ·)|

)2

+ 2γt

m∑
h=1

|un,h(t, ·)||
√
Q∇un,h(t, ·)|

m∑
h=1

|
√
QD2

xun,h(t, ·)∇xun,h(t, ·)|

+ γ2t2
( m∑
h=1

|
√
QD2

xun,h(t, ·)∇xun,h(t, ·)|
)2

≤
[
|un(t, ·)|

( m∑
h=1

|
√
Q∇xun,h(t, ·)|2

) 1
2

+γt|Jxun|
( m∑
h=1

|
√
QD2

xuh(t, ·)|2
) 1

2
]2

=
[
|un(t, ·)|

√
I1(t, ·) + γt|Jxun(t, ·)|

√
I2(t, ·)

]2
≤(|un(t, ·)|2 + γt|Jxun(t, ·)|2)

(
I1(t, ·) + γtI2(t, ·)

)
≤(vn(t, ·))

2
p
(
I1(t, ·) + γtI2(t, ·)

)
(2.24)

for any t ∈ (0, 1], where I1 and I2 have been defined in (2.21). Thus, choosing
a = p− 1, γ = (p− 1)λ−1

0 and ε = (p− 1)/2, from (2.21)-(2.24) we obtain that

Dtvn −Avn ≤
pdm2ξ2

2(p− 1)
|un(t, ·)|2v1− 2

p
n ≤ pdm2ξ2

2(p− 1)
vn =: h̃pvn.

Now, the procedure is the same in the two cases and, arguing as in the last part of
Proposition 2.3, we conclude that

t
p
2 |Jxun(t, ·)|p ≤ kpTNn (t)((|f |2 + εp)

p
2 )

in Rd, for any t ∈ (0, 1], where kp = 2−1(p∧ 2− 1)−1pdm2ξ2. Thus, (letting εp tend
to 0+ if p ∈ (p0, 2) and p0 < 2), we deduce (2.19) and the proof is so completed.

2.4. Further properties of the semigroup

As we have already stressed, for each f ∈ Cb(Rd;Rm) and t > 0, the function T(t)f
is bounded on Rd and estimate (2.5) holds true. For our purpose, we need to slightly
improve Theorem 2.3, showing the global in time and local in space boundedness
of the function T(·)f .

For notational convenience, for each σ > 0 we denote by Bσ(Rd;Rm) (resp.
Cσ(Rd;Rm)) the set of all measurable (resp. continuous) vector-valued functions f :
Rd → Rm such that fϕ−σ is bounded in Rd, where ϕ is the Lyapunov function in Hy-
pothesis 2.1(iii). It is a Banach space when endowed with the norm ‖f‖Bσ(Rd;Rm) =
esssupx∈Rd |(ϕ(x))−σf(x)| (resp. ‖f‖Cσ(Rd;Rm) = supx∈Rd |(ϕ(x))−σf(x)|).

Theorem 2.4. Let Hypotheses 2.1 hold true. Then,

(i) there exists a positive constant C0 ≥ 1 such that

|(T(t)f)(x)| ≤ C0‖f‖∞(ϕ(x))
1
γ , t > 0, x ∈ Rd, (2.25)

for any f ∈ Bb(Rd;Rm), where γ is defined in Hypothesis 2.1(v);
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(ii) for any σ ∈ (0, 1/2], T(t) can be extended to Cσ(Rd;Rm) with a semigroup.
More precisely, there exists a positive constant C1 ≥ 1 such that

‖T(t)f‖Cσ(Rd;Rm) ≤ C1e
βt‖f‖Cσ(Rd;Rm), t > 0, x ∈ Rd, (2.26)

for any f ∈ Cσ(Rd;Rm), where β is the constant in Theorem 2.3. Finally, for
any 0 ≤ δ ≤ γ0 := min{1−1/γ, 1/p0} there exists a constant C2 = C2(δ, γ) ≥ 1
such that

|(T(t)f)(x)| ≤ C2‖f‖Bδ(Rd;Rm)(ϕ(x))δ+
1
γ , t > 0, x ∈ Rd, (2.27)

for any f ∈ Bδ(Rd;Rm).

Proof. (i) Since it is rather long, we split the proof into some steps.
Step 1. As a starting point, we prove that, if v ∈ C1,2((0,+∞) × Rd) ∩

C([0,+∞)×Rd) is bounded in each strip [0, T ]×Rd and solves the Cauchy problemDtv(t, x) = Av(t, x) + g(t, x), t > 0, x ∈ Rd,

v(0, x) = f0(x), x ∈ Rd,
(2.28)

for some functions f0 ∈ Cb(Rd) and g such that the function (s, x) 7→
√
sg(s, x) is

bounded and continuous in [0, T ]× Rd, then

v(t, x) = (T (t, ·)f0)(x) +

∫ t

0

(T (t− s)g(s, ·))(x)ds, t > 0, x ∈ Rd.

For this purpose, we observe that Hypothesis 2.1(iii) yields a maximum principle
for solutions to the Cauchy problem (2.28) which belong to C1,2((0,+∞) × Rd) ∩
C([0,+∞)×Rd) and are bounded in each strip [0, T ]×Rd. Hence, v is the unique
solution to problem (2.28). Up to splitting g into its positive and negative part, we
can assume that g is nonnegative on (0, T ]× Rd. By classical results, the Cauchy-
Dirichlet problem

Dtv(t, x) = Av(t, x) + g(t, x), t > 0, x ∈ B(0, n),

v(t, x) = 0, t > 0, x ∈ ∂B(0, n),

v(0, x) = f0(x), x ∈ B(0, n),

admits, for any n ∈ N, a unique solution vn ∈ C1,2((0,+∞) × B(0, n)) which is
bounded and continuous in ([0,+∞) × B(0, n)) \ ({0} × ∂B(0, n)). In particular,
each function vn is nonnegative in (0,+∞)×B(0, n). Hence, applying the classical
maximum principle to the function vn+1 − vn, we easily deduce that the sequence
(vn) is pointwise increasing in B(0, n). Moreover, since

vn(t, x) = (Tn(t, ·)f0)(x) +

∫ t

0

(Tn(t− s)g(s, ·))(x)ds, t > 0, x ∈ B(0, n),

where Tn(t) is the analytic semigroup of contractions in Cb(B(0, n)) associated with
the realization of the operator A with homogeneous Dirichlet boundary conditions,
we can estimate

|vn(t, x)− (Tn(t)f0)(x)| ≤ 2
√
t sup
s∈(0,t]

√
s‖g(s, ·)‖∞
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for any t > 0 and n ∈ N. Clearly, the function v0, which is the pointwise limit of
the sequence (vn), fulfills the same estimate, so that

|v0(t, x)| ≤ ‖f0‖∞ + 2
√
T sup
s∈(0,T ]

√
s‖g(s, ·)‖∞

for any (t, x) ∈ [0, T ]× Rd and T > 0, and

|v0(t, x)− (T (t)f0)(x)| ≤ 2
√
t sup
s∈(0,1]

√
s‖g(s, ·)‖∞

for any (t, x) ∈ [0, 1]×Rd. Since the function T (·)f0 is continuous in [0,+∞)×Rd,
the above estimate shows that v0 can be extended by continuity in {0}×Rd, where
it equals function f0. To identify v0 with v we use the interior Schauder estimates
in Theorem A.2 and the uniform L∞-boundedness of vn, to infer that the sequence
(vn) is bounded in C1+α/2,2+α(K) for any compact set K ⊂ (0,+∞)×Rd. Arzelà-
Ascoli theorem and the pointwise convergence of vn to v0 show that vn converges to
v0 in C1,2(K) for any K as above, so that, in particular, v0 ∈ C1,2((0,+∞) × Rd)
and solves the Cauchy problem (2.28). Thus, v = v0.

Step 2. Here, based on Step 1, we show that

(T(t)f)i(x) = (T (t)fi)(x) +

∫ t

0

(T (t− s)wi(s, ·))(x)ds, (2.29)

with wi =
∑d
j=1

∑m
h=1(Bj)ihDjuh for any (t, x) ∈ [0,+∞)×Rd, i = 1, . . . ,m. For

this purpose, we fix a sequence (ϑn) of odd and smooth enough functions such that,
for any n ∈ N, ϑn(t) = t if 0 ≤ t ≤ n, ϑn(t) = n + 1/2 if t ≥ n + 1, 0 ≤ ϑ′n ≤ 1 in
R and ϑ′′n ≤ 0 in [0,+∞). Then, we consider the Cauchy problem (2.4), where now
the operator A is replaced by the operator An defined as A, with the matrices Bi
being replaced by the matrices Bi,n, with entries (Bi,n)hk = ϑn ◦ (Bi,n)hk . Clearly,
|(Bi,n)hk| ≤ |(Bi)hk| ≤ ξ

√
λQ in Rd, for any n ∈ N, i = 1, . . . , d and h, k = 1, . . . ,m,

so that Theorem 2.9 in Addona etc [1] applies and shows that, for any n ∈ N, there
exists a unique function un ∈ C([0,+∞) × Rd;Rm) ∩ C1,2((0,+∞) × Rd;Rm),
which is bounded in each strip [0, T ] × Rd, solves the equation Dtun = Anun on
(0,+∞)×Rd and agrees with the function f on {0}×Rd. As a first step, we observe
that, up to a subsequence, un converges to a function v in C1,2(K) for any compact
set K ⊂ (0,+∞) × Rd. Indeed, by Theorem 2.3, the sequence (un) is bounded in
[0, T ] × Rd for any T > 0 and, thus, the interior Schauder estimates in Theorem
A.2 show that it is bounded in C1+α/2,2+α(K) for any K as above. Hence, we can
argue as in the last part of Step 1. In particular, it turns out that the function v
solves the differential equation Dtv = Av in (0,+∞)×Rd and is bounded in each
strip [0, T ]× Rd.

Next, we observe that, by Proposition 2.4, which can be applied also in this
situation since |DjBi,n| ≤ ‖ϑ′n‖∞|DjBi| ≤ |DjBi| for any i, j = 1, . . . , d and n ∈ N,
we deduce that

|Jxun(t, x)|2 ≤ cT e2σp0 tt−1((T (t)|f |p0)(x))
2
p0

for any t ∈ (0, T ], x ∈ Rd, T > 0 and some positive constant cT depending also on
p0.

In view of the previous estimate and Step 1, we can write

un,i(t, x) = (T (t, ·)fi)(x) +

∫ t

0

(T (t− s)wn,i(s, ·))(x)ds
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for any t > 0, x ∈ Rd, n ∈ N and i = 1, . . . ,m, where wn,i (i = 1, . . . , d) is
defined as wi, with uh and the matrices Bj being replaced, respectively, by un,h
and Bj,n (n ∈ N). Clearly, the function (r, s, x) 7→ (T (r)wn,j(s, ·))(x) is continuous
on (0,+∞)× (0,+∞)× Rd and, in view of Hypothesis 2.1(ii), we can estimate

|wn,i(s, x)| ≤cT s−
1
2 ‖f‖∞ψ(x), s ∈ (0, T ], x ∈ Rd, (2.30)

for some positive constant cT depending also on p0. Hypothesis 2.1(v), the Hölder
inequality, formula (2.2) and estimate (2.3) show that

(T (t)ψ)(x) =

∫
Rd
ψp(t, x, dy) ≤

(∫
Rd
ψγp(t, x, dy)

) 1
γ

≤ c
1
γ
γ

(∫
Rd
ϕp(t, x, dy)

) 1
γ

=c
1
γ
γ ((T (t)ϕ)(x))

1
γ ≤ c

1
γ
γ

(
a∗
c∗

+ ϕ(x)

) 1
γ

(2.31)

for any t > 0 and x ∈ Rd. Taking into account that ϕ ≥ 1 in Rd, we conclude that
T (·)ψ ≤ cϕ1/γ in (0,+∞)×Rd. In particular, T (·)ψ is bounded in (0,+∞)×B(0, r)
for any r > 0. Hence, taking also Theorem 2.2 into account, we can apply twice the
dominated convergence theorem to show, first, that T (t−·)wn,i pointwise converges
to T (t− ·)w̃i (where w̃i is defined as wi (i = 1, . . . ,m) with u being replaced by v)
and then that

lim
n→+∞

∫ t

0

(T (t− s)wn,i(s, ·))(x)ds =

∫ t

0

(T (t− s)w̃i(s, ·))(x)ds

for any t > 0 and x ∈ Rd. It thus follows that

vi(t, x) = (T (t)fi)(x)+

∫ t

0

(T (t− s)w̃i(s, ·))(x)ds, t > 0, x ∈ Rd, i = 1, . . . ,m.

Using estimates (2.30) and (2.31) we conclude that

|vi(t, x)− fi(x)| ≤|(T (t)fi)(x)− fi(x)|+ c‖f‖∞
∫ t

0

s−
1
2 (T (t− s)ψ)(x)ds

≤|(T (t)fi)(x)− fi(x)|+ c‖f‖∞(ϕ(x))
1
γ

√
t

for any t ∈ (0, 1], x ∈ Rd, i = 1, . . . ,m and some positive constant c depending on
d,m and p0. From this chain of inequalities we easily deduce that v is continuous
on {0} × Rd, where it equals the function f . Summing up, we have shown that
v ∈ C1,2((0,+∞)×Rd;Rm)∩C([0,+∞)×Rd;Rm), solves the differential equation
Dtv = Av in (0,+∞) × Rd and v(0, ·) = f . By Theorem 2.3, we conclude that
v = u and formula (2.29) follows.

Step 3. Using (2.13) and (2.29), we can estimate

wi(s, x) ≤
√
dmψ(x)|(JxT(s)f)(x)| ≤ c2(s−

1
2 ∨ 1)eσ2s‖f‖∞ψ(x)

for any s > 0, x ∈ Rd, i = 1, . . . ,m. Hence, for t > 0, x ∈ Rd and i = 1, . . . ,m we
get

|ui(t, x)| ≤|(T (t)fi)(x)|+
∫ t

0

|(T (t− s)wi(s, ·))(x)|ds
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≤‖fi‖∞ + c‖f‖∞(ϕ(x))
1
γ

∫ t

0

(s−
1
2 ∨ 1)eσp0sds

≤‖fi‖∞ + c‖f‖∞(ϕ(x))
1
γ .

Estimate (2.25) follows at once for functions in Cb(Rd;Rm).
Suppose now that f ∈ Bb(Rd;Rm) and let (fn) ⊂ Cb(Rd;Rm) be a bounded

sequence converging to f almost everywhere in Rd, with respect to the Lebesgue
measure, and such that ‖fn‖∞ ≤ ‖f‖∞ for any n ∈ N. Then, Addona etc [1,
Corollary 3.4] shows that T(·)fn converges to T(·)f pointwise in (0,+∞) × Rd, as
n tends to +∞. Writing (2.25) with f being replaced by fn and letting n tend to
+∞, we complete the proof of (2.25).

(ii) Fix σ ∈ (0, 1/2]. Without loss of generality, we can assume that all the
components of f ∈ Cσ(Rd;Rm) are nonnegative since the general case then will
follow splitting f = f+ − f−, where the i-th component of f+ (resp. f−) is the
positive part of fi (resp. −fi).

For any n ∈ N, we set fn := ϑnf , where (ϑn) is a sequence of smooth enough
functions satisfying χB(0,n) ≤ ϑn ≤ χB(0,2n). We also fix i, j ∈ {1, . . . ,m}, t > 0,

x ∈ Rd and denote by P = P t,xij the positive set of the Hahn decomposition of
pij(t, x, dy). Since each sequence (fn,j) is weakly increasing, by monotone conver-
gence we can infer that

lim
n→+∞

∫
Rd
fn,j(y)χP (y)pij(t, x, dy) =

∫
Rd
fj(y)χP (y)pij(t, x, dy).

Moreover, as it has been noticed in Section 2, the semigroup T(t) can be extended
to Bb(Rd;Rm) through formula (2.7) and |T(t)f | ≤ eβt(T (t)|f |2)1/2, pointwise in
Rd for any f ∈ Bb(Rd;Rm), where β is the constant in Theorem 2.3. In particular,
since∫

Rd
fn,j(y)χP (y)pij(t, x, dy) =|(T(t)(fn,jχPej))i(x)| ≤ eβt(T (t)|ϑnfj |2(x))

1
2

≤eβt
[(
T (t)

(
|ϑnfj |2

ϕ2σ

) 1
1−2σ

)
(x)

] 1
2−σ

((T (t)ϕ)(x))σ

≤eβt‖f‖Cσ(Rd;Rm)((T (t)ϕ)(x))σ

≤eβt‖f‖Cσ(Rd;Rm)

(
a∗
c∗

+ ϕ(x)

)σ
≤ceβt‖f‖Cσ(Rd;Rm)(ϕ(x))σ,

we conclude that
∫
Rd fjχP pij(t, x, dy) is real and∫

Rd
fj(y)χP (y)pij(t, x, dy) ≤ ceβt‖f‖Cσ(Rd;Rm)(ϕ(x))σ. (2.32)

The same arguments can be applied to show that∫
Rd
fjχNpij(t, x, dy) ≤ ceβt‖f‖Cσ(Rd;Rm)(ϕ(x))σ, (2.33)

where N = N t,x
ij is the negative set of the Hahn decomposition of the measure

pij(t, x, dy). In particular, the interior Schauder estimates in Theorem A.2 can be
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used to prove that the function T(·)f is continuous in (0,+∞)× Rd and, together
with (2.32) and (2.33), they allow to conclude that each operator is bounded from
Cσ(Rd;Rm) into itself and estimate (2.26) holds true. To prove the semigroup rule,
we observe that T(t)fn = T(t − s)T(s)fn in Rd for any n ∈ N and 0 < s < t.
Moreover, since |fn|+ |T(s)fn| ≤ cϕσ in Rd, for any n ∈ N, s > 0, by the dominated
convergence theorem we conclude that T(t)f = T(t− s)T(s)f .

Finally, estimate (2.27) can be obtained adapting the arguments used in the
proof of (i), taking the positivity of T (t) into account. More precisely, using (2.18)
we can estimate

|un,i(t, ·)| ≤|T (t)fi|+
∫ t

0

(T (t− s)|wn,i(s, ·)|)(·)ds

≤‖f‖Cδ(Rd;Rm)T (t)ϕδ

+ cp0

∫ t

0

(s−
1
2 ∨ 1)eσp0s[T (t− s)(ψ(T (s)|f |p0)

1
p0 )](·)ds

in Rd for any f ∈ Cδ(Rd;Rm). Observe that for any s > 0

T (s)|f |p0 ≤ ‖f‖p0
Cδ(Rd;Rm)

T (s)ϕδp0 ≤ c‖f‖p0
Cδ(Rd;Rm)

ϕδp0 ,

where in the last inequality we used the fact that δp0 ≤ 1 and T (t)ϕη ≤ (T (t)ϕ)η ≤
(c−1
∗ a∗ + ϕ)η ≤ ϕη for any t ≥ 0 and η ≤ 1. Hence, using the previous estimates,

Hypothesis 2.1(v), again the positivity of T (t) and estimate (2.3), we can infer that

|un,i(t, ·)| ≤‖f‖Cδ(Rd;Rm)T (t)ϕδ

+ cp0‖f‖Cδ(Rd;Rm)

∫ t

0

(s−
1
2 ∨ 1)eσp0sT (t− s)ϕδ+

1
γ ds

≤cp0‖f‖Cδ(Rd;Rm)

(
ϕδ + ϕδ+

1
γ

∫ t

0

(s−
1
2 ∨ 1)eσp0sds

)
for any t > 0. Letting n tend to +∞, estimate (2.27) follows for functions f ∈
Cδ(Rd;Rm).

If f ∈ Bδ(Rd;Rm) is not continuous, then it suffices to approximate§ it with a
sequence (fn) of continuous functions, converging to f almost everywhere in Rd and
such that supx∈Rd |fn(x)(ϕ(x))−δ| ≤ ‖f‖Bδ(Rd;Rm), and use the dominated conver-

gence together with the above result which shows that
∫
Rd ϕ

1/γ |pij(t, x, dy)| < +∞
for any t > 0, x ∈ Rd, i, j = 1, . . . ,m, to infer that T(·)fn converges to T(·)f as
n tends to +∞ pointwise in (0,+∞)× Rd. Writing (2.27) with fn replacing f and
letting n tend to +∞, (2.27) follows in its full generality.

Proposition 2.5. Let (fn) be a bounded sequence in Cγ−1(Rd;Rm) which converges
to a function f ∈ C(Rd;Rm), locally uniformly in Rd. Then, (T(·)fn) converges
uniformly in (0,+∞)×B(0, R) to T(·)f , for any R > 0.

Proof. We set gn := fn − f and notice that f ,gn ∈ Cγ−1(Rd;Rm) for any n ∈ N.
By Theorem 2.4, the functions T(t)f and T(t)gn are well defined for any t > 0 and

§This can be easily done, approximating the bounded function f/ϕδ with a bounded sequence

(f̃n) ⊂ Cb(Rd;Rm) converging to f/ϕδ almost everywhere in Rd with respect to the Lebesgue

measure and, hence, with respect to each measure p(t, x, dy). Setting fn = f̃nϕδ we obtain the
sought for sequence.
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n ∈ N. Moreover, the arguments in Step 2 of the proof of Theorem 2.4 can be easily
adapted to prove, by an approximation argument, that

(T(t)g)i(x) = (T (t)gi)(x) +

∫ t

0

(
T (t− s)

d∑
j=1

m∑
h=1

(Bj)ihDj(T(s)g)h

)
(x)ds,

for any t > 0, i = 1, . . . ,m, x ∈ Rd and g ∈ Cγ−1(Rd;Rm). Applying this formula
with g = gn and using (2.18) with¶ p = 2, we can infer that

|(T(t)fn)i(x)− (T(t)f)i(x)|

≤|(T (t)gn,i)(x)|+ c

∫ t

0

(s−
1
2 ∨ 1)eσ2s[T (t− s)(ψ(T (s)|gn|2)

1
2 )](x)ds

≤|(T (t)gn,i)(x)|+ c|(T (t)|gn|2)(x)| 12
∫ t

0

(s−
1
2 ∨ 1)eσ2s|(T (t− s)ϕ)(x)| 12 ds

≤|(T (t)gn,i)(x)|+ c|(T (t)|gn|2)(x)| 12
√
ϕ(x)

∫ +∞

0

(s−
1
2 ∨ 1)eσ2sds

for any t > 0 and x ∈ Rd. Now, we fix R > 0, x ∈ B(0, R) and for any r > 0 we
split (see (2.2))

(T (t)|gn|2)(x) =

∫
B(0,r)

|gn|2p(t, x, dy) +

∫
Rd\B(0,r)

|gn|2p(t, x, dy)

≤‖gn‖2Cb(B(0,r)) + sup
n∈N
‖gn‖2Cγ−1 (Rd;Rm)

∫
Rd\B(0,r)

ϕ
2
γ p(t, x, dy)

≤‖gn‖2Cb(B(0,r)) +
supn∈N ‖gn‖2Cγ−1 (Rd;Rm)

infRd\B(0,r) ϕ
1− 2

γ

∫
Rd\B(0,r)

ϕp(t, x, dy)

≤‖gn‖2Cb(B(0,r)) +
c

infRd\B(0,r) ϕ
1− 2

γ

(
a∗
c∗

+ sup
B(0,R)

ϕ

)

for any t > 0 and n ∈ N. Letting first n and then r tend to +∞ in the first-
and last-side of the previous chain of inequalities, taking into account that ϕ blows
up as |x| tends to +∞, we easily conclude that T (t)|gn|2 vanishes uniformly in
(0,+∞)×B(0, R) for any R > 0.

Finally, since

|(T (t)gn,i)(x)| ≤(T (t)|gn|)(x) =

∫
Rd
|gn|p(t, x, dy)

≤
(∫

Rd
|gn|2p(t, x, dy)

) 1
2

(p(t, x,Rd))
1
2 = |(T (t)|gn|2)(x)| 12

for any t > 0, x ∈ Rd, n ∈ N and i = 1, . . . ,m, where we have taken into account that
the p(t, x, dy)’s are probability measures, we also conclude that T (·)|gn| vanishes
uniformly in (0,+∞)×B(0, R) for any R > 0.

¶Note that such an inequality can be extended to functions in Cγ−1 (Rd;Rm) by a density ar-
gument, approximating any such function h with a sequence of bounded and continuous functions,
which is bounded in Cγ−1 (Rd;Rm) and converges to h locally uniformly in Rd.
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3. Systems of invariant measures

Definition 3.1. A family of signed finite Borel measures on Rd {µj : j = 1, . . . ,m}
is a system of invariant measures for T(t) if for any f ∈ Cb(Rd;Rm) and t > 0 it
holds that

m∑
j=1

∫
Rd

(T(t)f)jdµj =

m∑
j=1

∫
Rd
fjdµj . (3.1)

The following proposition gives an equivalent characterization of systems of in-
variant measures.

Proposition 3.1. A family {µj : j = 1, . . . ,m} of (signed) finite measures is a
system of invariant measures for T(t) if and only if

m∑
i=1

∫
Rd

(Af)idµi = 0, f ∈ Dmax(A). (3.2)

Proof. First, we suppose that {µi : i = 1, . . . ,m} is a system of invariant measures
for T(t) and fix f ∈ Dmax(A). The invariance property of the system {µj : j =
1, . . . ,m} implies that

m∑
j=1

∫
Rd

(T(t)f)j − fj
t

dµj = 0, t > 0. (3.3)

By Proposition 2.2 we know that, for any j = 1, . . . ,m, t−1((T(t)f)j−fj) converges
to (Af)j pointwise in Rd as t tends to 0+. Moreover, supt∈(0,1] t

−1|(T(t)f)j − fj |
is a bounded function in Rd, thanks to Proposition 2.2. Since each µj is a finite
measure, we can let t tend to 0+ in both sides of (3.3) and obtain (3.2).

Let us now assume that (3.2) holds true in Dmax(A) and fix f in such a space.
Then,

(T(t)f)i(x)− fi(x) =

∫ t

0

(T(s)Af)i(x)ds, t > 0, x ∈ Rd, i = 1, . . . ,m.

Therefore, integrating again in Rd with respect to the measure µi, summing over i
from 1 to m and applying the Fubini’s theorem, we deduce that

m∑
i=1

∫
Rd

((T(t)f)i−fi)dµi =

m∑
i=1

∫
Rd
dµi

∫ t

0

(T(s)Af)ids

=

∫ t

0

( m∑
i=1

∫
Rd

(AT(s)f)idµi

)
ds = 0,

and this completes the proof.

Under Hypotheses 2.1 we prove that there exist m-systems of invariant measures
for T(t).

The following result shows that the average in (0, t) of any component of the
function T(t)f converges as t tends to +∞. As in the scalar case, this convergence
allows us to define the systems of invariant measures associated to T(t) (see Lorenzi
[16, Prop. 8.1.13]).
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Theorem 3.1. Assume that Hypotheses 2.1 hold true. Then, there exist at least m
systems {µij : j = 1, . . . ,m}, i = 1, . . . ,m, of invariant measures associated to the

semigroup T(t) in Cb(Rd;Rm).

Proof. We split the proof into several steps.
Step 1. Here, we introduce the sequence (Rn) of bounded linear operators in

Cb(Rd;Rm) defined by

(Rnf)(x) =
1

n

n−1∑
k=0

(T(k)f)(x), x ∈ Rd, f ∈ Cb(Rd;Rm),

and prove that, for any f ∈ Cb(Rd;Rm), Rnf converges locally uniformly in Rd as
n tends to +∞ to a constant function. We fix any such function f and we first show
that a suitable subsequence of (Rnf) converges locally uniformly in Rd. For this
purpose, we observe thatRnf = n−1f +T(1)((1−n−1)Rn−1f) in Rd. By Theorem
2.4(i), the sequence (Rn−1f) is bounded in Cγ−1(Rd;Rm). Hence, we can determine

a subsequence (T(1)((1 − n−1
k )Rnk−1f)), which converges locally uniformly in Rd

to a function g ∈ Cγ−1(Rd;Rm). Indeed, Theorem 2.4(i) and the interior Schauder
estimates in Theorem A.2 show that

‖T(1)((1− n−1)Rn−1f)‖C2+α(B(0,R);Rm) ≤cR‖(1− n−1)Rn−1f‖Cb(B(0,R+1);Rm)

≤cR‖f‖∞ sup
B(0,R+1)

ϕ
1
γ

for any R > 0. Thus, the Arzelà-Ascoli theorem and a compactness argument
allow us to extract a subsequence of (Rnf) converging locally uniformly in Rd to a
function g ∈ Cγ−1(Rd;Rm).

To prove that all the sequence (Rnf) converges to g locally uniformly in Rd, we
observe that‖

f − g =f − lim
k→+∞

Rnk f = lim
k→+∞

1

nk

nk−1∑
j=1

(I − (T(1))j)f = lim
k→+∞

(I −T(1))ζk,

where ζk = n−1
k

∑nk−1
j=1

∑j−1
h=0 T(h)f (k ∈ N) is a bounded and continuous function

and the sequence ((I − T(1))ζk) is bounded in Cγ−1(Rd;Rm). Moreover, Rn(I −
T(1))ζk = n−1(ζk − T(n)ζk) for any k, n ∈ N. Combining the last two formulas,
we can estimate

‖Rn(f − g)‖Cb(B(0,r);Rm)

≤‖Rn[f − g − (I −T(1))ζk]‖Cb(B(0,r);Rm) + ‖Rn(I −T(1))ζk‖Cb(B(0,r);Rm)

≤‖T(·)[f − g − (I −T(1))ζk]‖Cb((0,+∞)×B(0,r);Rm) +
1

n
‖ζk −T(n)ζk‖Cb(B(0,r);Rm)

for any k, n ∈ N and r > 0. Now, letting first n and then k tend to +∞, taking
Proposition 2.5 into account, from the above chain of inequalities we can infer that
Rn(f − g) vanishes locally uniformly in Rd as n tends to +∞. The convergence
of Rng is easier to prove since Rng = g in Rd for any n ∈ N. Indeed, since
Rnk f − T(1)Rnk f = n−1

k (f − T(nk)f) in Rd, letting k tend to +∞, the last side

‖The below limits are all local uniform in Rd.
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of the previous equality vanishes locally uniformly in Rd. Moreover, since Rnk f
converges to g locally uniformly in Rd, by Proposition 2.5 T(1)Rnk f converges to
T(1)g, locally uniformly in Rd. Thus, we conclude that g = T(1)g in Rd. Using
the semigroup rule in Theorem 2.4(ii), we deduce that T(k)g = g in Rd for any
k ∈ N, which implies the claim.

Finally, we prove that g is a constant function. For this purpose, we approximate
g locally uniformly on Rd by a sequence (gn) of bounded and continuous functions
such that |gn| ≤ |g| in Rd for any n ∈ N. Thanks to the interior Schauder estimates
in Theorem A.2 and Theorem 2.4(i) we conclude that the sequence (T(·)gn) is
bounded in C1+α/2,2+α(K) for any compact set K ⊂ (0,+∞) × Rd. Hence, up
to a subsequence, T(·)gn converges in C1,2(K), for any K as above, to a function

ζ ∈ C
1+α/2,2+α
loc ((0,+∞) × Rd). On the other hand, by Proposition 2.5, T(·)gn

converges to T(·)g uniformly in (0,+∞) × B(0, R), for any R > 0. We conclude,
in particular, that JxT(k)gn converges to JxT(k)g locally uniformly in Rd, for any
k ∈ N. We are almost done. Indeed, using Proposition 2.4 we can now estimate

|Jg|2 =|JxT(k)g|2 = lim
n→+∞

|JxT(k)gn|2 ≤ ce2σ2k(1 ∨ k−1)T (k)|gn|2

≤ce2σ2k(1 ∨ k−1)T (k)|g|2 ≤ ce2σ2k

(
a∗
c∗

+ ϕ

)
,

where the convergence is local uniform in Rd and we have used (2.3) in the last step
of the previous chain of inequalities. We have so shown that ‖|Jg|‖

C(B(0,R);Rm)
≤

cRe
σ2k. Since σ2 < 0, letting k tend to +∞, we conclude that Jg ≡ 0 on B(0, R)

and, hence, on Rd. This shows that g is a constant function as claimed.
Step 2. Here, we prove that there exist m systems {µij : i, j = 1, . . . ,m} (i =

1, . . . ,m) of Radon measures such that

lim
t→+∞

(Ptf)i := lim
t→+∞

1

t

∫ t

0

(T(s)f)ids =

m∑
j=1

∫
Rd
fjdµ

i
j , (3.4)

locally uniformly in Rd for any f ∈ Cb(Rd;Rm) and i = 1, . . . ,m. For this purpose,
we note that Ptf = t−1[t]R[t]P1f + t−1{t}P{t}T([t])f in Rd, for any t > 1 and

f ∈ Cb(Rd;Rm), where [t] and {t} denote respectively the integer and the fractional
part of t. Since |P{t}T([t])f | ≤ c‖f‖∞ϕ1/γ in Rd, for any t > 0, due to Theorem
2.4(i), letting t tend to +∞ in the above estimate we obtain that Ptf converges
locally uniformly on Rd for every f ∈ Cb(Rd;Rm) and, in view of Step 1, the limit
P∗f is a constant function in Rd. Thus, it follows that P∗f =

∑m
i=1(Mif)ei for any

f ∈ Cb(Rd;Rm) and some linear operators Mj : Cb(Rd;Rm) → R, j = 1, . . . ,m.
Note that these operators are bounded. Indeed, using (2.25), we can estimate

|(Ptf)(0)| ≤ 1

t

∫ t

0

|(T(s)f)(0)|ds ≤ c‖f‖∞(ϕ(0))
1
γ , t > 0.

Since (Ptf)(0) converges to
∑m
i=1(Mif)ei as t tends to +∞, we conclude that

|Mif | ≤ c(ϕ(0))1/γ‖f‖∞ for any f ∈ Cb(Rd;Rm) and i = 1, . . . ,m. In particular,
each operator Mi is an element of (C0(Rd;Rm))′ and the Riesz representation
theorem shows that there exists a family {µij : i, j = 1, . . . ,m} of finite Radon

measures on Rd such that

Mif =

m∑
j=1

∫
Rd
fjdµ

i
j , f ∈ C0(Rd;Rm). (3.5)
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To complete the proof of (3.4), we begin by observing that each operator Mj

is well defined and bounded in Cb(Rd;Rm). Moreover, if f ∈ Cb(Rd;Rm) then we
can fix a bounded sequence (fn) ⊂ C0(Rd;Rm), converging to f locally uniformly in
Rd as n→ +∞, and (taking into account that |Pt(fn − f)| ≤ supt≥0 |T(t)(fn − f)|)
estimate∣∣∣∣Ptf− m∑

i=1

(Mif)ei

∣∣∣∣ ≤|Ptfn−P∗fn|+ m∑
i,j=1

∫
Rd
|fn,j−fj |d|µij |+sup

t≥0
|T(t)(fn−f)|

in Rd, for any t > 0 and n ∈ N, letting first t and then n tend to +∞, we conclude
that (3.5) holds true also for any f ∈ Cb(Rd;Rm).

S tep 3. Now, we can complete the proof showing that, for any i = 1, . . . ,m,
the family {µij : j = 1, . . . ,m} is a system of invariant measures for T(t). For this

purpose, we fix f ∈ Cb(Rd;Rm), τ > 0, x ∈ Rd, i ∈ {1, . . . ,m} and observe that

(PtT(τ)f)(x) =
1

t

∫ t

0

(T(s)T(τ)f)(x)ds =
1

t

∫ t

0

(T(s+ τ)f)(x)ds

=(Ptf)(x) +
1

t

∫ t+τ

t

(T(s)f)(x)ds− 1

t

∫ τ

0

(T(s)f)(x)ds. (3.6)

By Theorem 2.4(i), the second and third terms in the right-hand side of (3.6) can
be estimated from above by t−1c‖f‖∞(ϕ(x))1/γτ . Hence, letting t tend to +∞ in
both sides of (3.6), we deduce that (P∗T(τ)f)(x) = (P∗f)(x) or, equivalently, that

m∑
i,j=1

(∫
Rd

(T(τ)f)jdµ
i
j

)
ei =

m∑
i,j=1

(∫
Rd
fjdµ

i
j

)
ei

and the assertion follows at once.

3.1. Properties of systems of invariant measures

To begin with, we observe that µij(Rd) = δij for any i, j = 1, . . . ,m, where δij is
the Kronecker delta. Indeed, fix i, j ∈ {1, . . . ,m} and set f := ej . Then, using the
invariance property of the system {µij : j = 1, . . . ,m} we deduce that

µij(Rd) =

∫
Rd
fjµ

i
j =

m∑
k=1

∫
Rd
fkdµ

i
k = lim

t→+∞

1

t

∫ t

0

(T(s)f)i(x)ds = δij ,

since T(·)f = ej in [0,+∞)× Rd.
Next, we prove that the total variation of the measures µij is absolutely continu-

ous with respect to the Lebesgue measure and that the function ϕγ0 (see Theorem
2.4(ii)) is integrable with respect to the measure |µij | for any i, j = 1, . . . ,m.

Proposition 3.2. Each measure |µij | is absolutely continuous with respect to the

Lebesgue measure. Moreover, for any i, j = 1, . . . ,m, ϕγ0 ∈ L1(Rd, |µij |) and

‖ϕγ0‖L1(Rd;|µij |) ≤ C2(infRd ϕ)γ0+1/γ , where γ0 and C2 are defined in the statement

of Theorem 2.4(ii).
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Proof. We fix i, j ∈ {1, . . . ,m} and split the proof into two steps. In the first one
we prove the absolutely continuity of |µij | with respect to the Lebesgue measure.

Then, in Step 2, we prove that the function ϕγ0 is in L1(Rd, |µij |).
Step 1. We denote by x0 ∈ Rd the point where ϕ attains its minimum value and

introduce the family of measures {rij(t, x0, dy) : t > 0}, defined by

rij(t, x0, B) :=
1

t

∫ t

0

pij(s, x0, B)ds (3.7)

for any t > 0, any Borel set B ⊂ Rd and i, j = 1, . . . ,m. Note that pij(s, x0, B) =
(T(s)(χBej))i(x0) for any s, i, j and B as above. Since the semigroup T(t) is
strong Feller, the function pij(·, x0, B) is continuous in (0,+∞) and bounded, due
to estimate (2.25). Hence, the integral in the right-hand side of (3.7) is well defined.
Moreover, each rij(t, x0, dy) is a finite measure. Indeed, we can write

|pij |(s, x0,Rd) = sup

{∫
Rd
ζpij(s, x0, dy) : ζ ∈ Cc(Rd), ‖ζ‖∞ ≤ 1

}
(see e.g., Ambrosio etc [3, Proposition 1.43]) and, again by (2.25), the function
s 7→

∫
Rd ζpij(s, x0, dy) = (T(s)(ζej))i(x0) is bounded in (0,+∞). Therefore,

|rij |(t, x0,Rd) ≤
1

t

∫ t

0

|pij |(s, x0,Rd)ds ≤ C0(ϕ(x0))
1
γ , t > 0.

In view of Theorem 3.1, for any t > 0 and f ∈ Cb(Rd) it holds that∫
Rd
frij(t, x0, dy) =

1

t

∫ t

0

(T(s)fej)i(x0)ds

and the right-hand side of the previous formula converges to
∫
Rd fdµ

i
j as t tends to

+∞. Hence, rij(t, x0, dy) weakly∗ converges to µij as t tends to ∞.

Now, we claim that |rij |(t, x0,Ω) converges to |µij |(Ω) as t tends to +∞, for any

open set Ω ⊂ Rd. For this purpose, we fix a sequence (tn) diverging to +∞ such that
|rij |(tn, x0,Ω) admits limit as n tends to +∞. Again by Ambrosio etc [3, Proposition
1.43], we can determine a sequence (ζn) ⊂ Cc(Ω) with ‖ζn‖∞ ≤ 1 such that

|rij |(tn, x0,Ω) ≤
∫
Rd
ζn(y)rij(tn, x0, dy) +

1

n
=

1

tn

∫ tn

0

(T(s)(ζnej))i(x0)ds+
1

n
(3.8)

for any n ∈ N. Now, we observe that if tn > 1 then we can write

1

tn

∫ tn

0

(T(s)(ζnej))i(x0)ds =
1

tn

∫ 1

0

(T(s)(ζnej))i(x0)ds

+
1

tn

∫ tn

0

(T(s)T(1)(ζnej))i(x0)ds

− 1

tn

∫ tn

tn−1

(T(s+ 1)(ζnej))i(x0)ds. (3.9)

Since ‖T(s)(ζnej)‖∞ ≤ eβ‖ζn‖∞ ≤ eβ for any s ∈ [0, 1], the first term in the right-
hand side of (3.9) vanishes as n tends to +∞. Similarly, |(T(s+ 1)(ζnej))i(x0)| ≤
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C
√
ϕ(x0) for any s > 0, by (2.25). Hence, also the third term in the right-hand side

of (3.9) vanishes as n tends to +∞. As far as the second term in the right-hand side
of (3.9) is concerned, we observe that the interior Schauder estimates in Theorem
A.2 show that there exists an increasing sequence (nk) ⊂ N such that T(1)(ζnkej)
converges locally uniformly in Rd to a bounded and continuous function g. This
result and Proposition 2.5 imply that (T(s)(T(1)(ζnkej)− g))i(x0) converges to 0
uniformly in (0,+∞) as k tends to +∞. Therefore,

lim
k→+∞

1

tnk

∫ tnk

0

(T(s)(T(1)(ζnkej)− g))i(x0)ds = 0

and from (3.9) we conclude that

lim
k→+∞

1

tnk

∫ tnk

0

(T(s)(ζnkej))i(x0)ds = lim
k→+∞

1

tnk

∫ tnk

0

(T(s)g)i(x0)ds

=

m∑
j=1

∫
Rd
gjdµ

i
j .

We claim that
∑m
j=1

∫
Rd gjdµ

i
j ≤ |µij |(Ω). For this purpose we use the invariance

property of the family {µij : j = 1, . . . ,m} to write

m∑
h=1

∫
Rd

(T(1)(ζnkej))hdµ
i
h =

∫
Rd
ζnkdµ

i
j

for any k ∈ N. Hence, by dominated convergence we obtain

m∑
h=1

∫
Rd
ghdµ

i
h = lim

k→+∞

m∑
h=1

∫
Rd

(T(1)(ζnkej))hdµ
i
h = lim

k→+∞

∫
Rd
ζnkdµ

i
j

≤ lim sup
k→+∞

∫
Rd
|ζnk |d|µij | ≤ |µij |(Ω).

Now, we are almost done. Indeed, writing (3.8) with nk replacing n and letting
k tend to +∞, we deduce that

lim
n→+∞

|rij |(tn, x0,Ω) = lim
k→+∞

|rij |(tnk , x0,Ω) ≤ |µij |(Ω).

The arbitrariness of the sequence (tn) yields that lim supt→+∞ |rij |(t, x0,Ω) ≤
|µij |(Ω). On the other hand, |µij |(Ω) ≤ lim inft→+∞ |rij |(t, x0,Ω). Indeed, since

rij(t, x0, dy) weakly∗ converges to µij as t tends to +∞, we can write∫
Rd
ζdµij = lim

t→+∞

∫
Rd
ζrij(t, x0, dy) ≤ lim inf

t→+∞
|rij |(t, x0,Ω),

due to the fact that
∫
Rd ζrij(t, x0, dy) ≤ |rij |(t, x0,Ω) for any t > 0. We have so

proved that lim supt→+∞ |rij |(t, x0,Ω) ≤ |µij |(Ω) ≤ lim inft→+∞ |rij |(t, x0,Ω) i.e.,

|rij |(t, x0,Ω) converges to |µij |(Ω) as t→ +∞.

It is now straightforward to show that |rij |(t, x0, C) converges to |µij |(C) as t
tends to +∞ also when C is a closed set.
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Let us prove that each measure µij is absolutely continuous with respect to

the Lebesgue measure. For this purpose, we fix a Borel set B ⊂ Rd with null
Lebesgue measure and, for any ε > 0, we denote by Kε ⊂ B a compact set such that
|µij |(B\Kε) ≤ ε (see e.g., Maggi [20, Theorem 2.8]). Since each measure pij(t, 0, dy)
is absolutely continuous with respect to the Lebesgue measure (see Addona etc [1,
Theorem 3.3]), rij(t, x0, dy) is absolutely continuous with respect to the Lebesgue
measure, as well, for any t > 0. Hence, |rij |(t, x0,Kε) = 0 for any t > 0 and
|µij |(Kε) = 0. Splitting B into the union of Kε and B \Kε, we thus conclude that

|µij |(B) ≤ ε and the arbitrariness of ε > 0 shows that |µij |(B) = 0 and we are done.
Step 2. To begin with, we claim that (3.4) can be extended to any bounded

Borel measurable function f : Rd → Rm. For this purpose, we approximate any
such function f by a bounded sequence (fn) ⊂ Cb(Rd;Rm) which converges to f
almost everywhere in Rd. By the proof of Theorem 2.4, (T(·)fn) converges to T(·)f
pointwise in Rd. Since the measures |µij | are absolutely continuous with respect to

the Lebesgue measure, writing (3.1) with f and µj being replaced by fn and µij ,
respectively, and letting n tend to +∞ (taking (2.6) into account), we get (3.1) in
its full generality. Now, as in (3.9) we write

1

t

∫ t

0

(T(s)f)i(x0)ds = o(1) +
1

t

∫ t

0

(T(s)T(1)f)i(x0)ds

as t tends to +∞. The strong Feller property of the semigroup T(t) and (3.4) yield
that

lim
t→+∞

1

t

∫ t

0

(T(s)f)i(x0)ds =

m∑
j=1

∫
Rd

(T(1)f)jdµ
i
j =

m∑
j=1

∫
Rd
fjdµ

i
j

which proves the claim.
By Riesz’s theorem (see e.g., Maggi [20, Theorem 4.7]), there exists a measurable

function gij such that |gij | = 1 everywhere in Rd such that∫
Rd
fdµij =

∫
Rd
fgijd|µij |, f ∈ Cc(Rd).

Since |µij | is absolutely continuous with respect the Lebesgue measure, using the
dominated convergence theorem we can extend the above equality to any f ∈
Bb(Rd). Equivalently, we can write∫

Rd

f

gij
dµij =

∫
Rd
fd|µij |, f ∈ Bb(Rd).

From all above and (2.27), we deduce that∫
Rd
ϑnϕ

γ0d|µij | =
∫
Rd

ϑnϕ
γ0

gij
dµij

= lim
t→+∞

1

t

∫ t

0

(
T(s)

(
ϑnϕ

γ0

gij
ej

))
i

(x0)ds

≤ lim sup
t→+∞

1

t

∫ t

0

∣∣∣∣(T(s)

(
ϑnϕ

γ0

gij
ej

))
i

(x0)

∣∣∣∣ds ≤ C2(ϕ(x0))γ0+ 1
γ ,

where (ϑn) is a standard sequence of cut-off functions. Thus, Fatou lemma yields
the assertion. This concludes the proof.
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Remark 3.1. In view of Proposition (3.2), using the continuity properties of the
semigroup T(t) proved in Addona etc [1, Corollary 3.4] and the dominated con-
vergence theorem, it can be easily proved that formula (3.1) holds true for any
f ∈ Cb(Rd;Rm) if and only if it is satisfied by any f ∈ Bb(Rd;Rm).

As an important consequence of the previous proposition we can prove the fol-
lowing characterization of the evolution systems of measures {µj : j = 1, . . . ,m}
such that ϕγ0 ∈ L1(Rd, |µj |) for any j = 1, . . . ,m.

Theorem 3.2. Let {µj : j = 1, . . . ,m} be a family of Borel measures such that
ϕγ0 ∈ L1(Rd, |µj |) for any j = 1, . . . ,m. Then {µj : j = 1, . . . ,m} is a system of
invariant measures for T(t) if and only if there exist real constants c1, . . . , cm such
that

µj =

m∑
i=1

ciµ
i
j , j = 1, . . . ,m. (3.10)

Proof. To begin with, we observe that if the measures µj (j = 1, . . . ,m) are
defined by (3.10) for some real constants ci (i = 1, . . . ,m), then {µj : j = 1, . . . ,m}
is a system of invariant measures of T(t). Indeed, for any f ∈ Cb(Rd;Rm) and t ≥ 0

m∑
j=1

∫
Rd
fjdµj =

m∑
i,j=1

ci

∫
Rd
fjdµ

i
j =

m∑
i,j=1

ci

∫
Rd

(T(t)f)jdµ
i
j =

m∑
j=1

∫
Rd

(T(t)f)jdµj .

Let us now suppose that {µj : j = 1, . . . ,m} is a system of invariant measures
of T(t). Then,

m∑
j=1

∫
Rd
fjdµj =

m∑
j=1

∫
Rd

(T(t)f)jdµj , t > 0, f ∈ Cb(Rd;Rm). (3.11)

Integrating both the sides of (3.11) between 0 and t and then dividing by t, we get

m∑
j=1

∫
Rd
fjdµj =

m∑
j=1

∫
Rd

(Ptf)jdµj , (3.12)

where the operator Pt has been introduced in (3.4). Since γ0 > 1/γ, by Theorem
2.4(i) we can estimate |(Ptf)(x)| ≤ C0(ϕ(x))γ0 for any t > 0 and x ∈ Rd, where C0

is the constant in (2.25). Since ϕγ0 ∈ L1(Rd, |µj |) for any j = 1, . . . ,m and (Ptf)j
converges to

∑m
k=1

∫
Rd fkdµ

j
k as t tends to +∞, we can let t tend to +∞ in both

sides of (3.12) and conclude that

m∑
j=1

∫
Rd
fjdµj =

m∑
k,j=1

∫
Rd
fkµj(Rd)dµjk =

m∑
k=1

∫
Rd
fkdλk,

where dλk :=
∑m
j=1 µj(Rd)dµ

j
k for any k = 1, . . . ,m. Fix j ∈ {1, . . . ,m}. Taking

f = fej in the above formula, we get∫
Rd
fjdµj =

∫
Rd
fjdλj ,
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which means that the measures λj and µj coincide in Cb(Rd), for any j = 1, . . . ,m.
Riesz theorem implies that λj and µj coincide on the Borel sets of Rd, for any
j = 1, . . . ,m. Hence, formula (3.10) holds true with ci = µi(Rd).

Proposition 3.2 and the equivalence between µ and the Lebesgue measure yield
immediately that |µij | is absolutely continuous with respect to µ for any i, j =

1, . . . ,m. Next theorem provides a more refined result on the density of |µij | with
respect to the measure µ.

Theorem 3.3. For any i, j = 1, . . . ,m, let gij be the density of the measure |µij |
with respect to the measure µ. Then, gij ∈ Lr0(Rd, µ)∩W 1,q

loc (Rd) for any q < +∞,
where r0 = min{γ, p′0}, γ is the constant appearing in Hypothesis 2.1(v) and p′0 is
the exponent conjugate to p0.

Proof. To begin with, let us prove that each function gij belongs to Lr0(Rd, µ).
For this purpose, we fix i, j ∈ {1, . . . ,m}, f ∈ Cb(Rd;Rm) and recall that, up to a
subsequence, T(·)f is the pointwise limit of the sequence (un), where un is implicitly
defined by the equation

un,i(t, x) = (T (t)fi)(x) +

∫ t

0

(T (t− s)wn,i(s, ·))(x)ds (3.13)

for any t > 0 and x ∈ Rd, and wn,i =
∑d
j=1

∑m
h=1(Bj)ihDjun,h (see the proof of

Theorem 2.4). In particular, the sequence (un) is bounded in each strip [0, T ]×Rd.
Integrating both sides of (3.13) in Rd with respect to µ we get∫

Rd
un,i(t, ·)dµ =

∫
Rd
T (t)fidµ+

∫
Rd
dµ

∫ t

0

T (t− s)wn,i(s, ·)ds

=

∫
Rd
fidµ+

∫ t

0

ds

∫
Rd
T (t− s)wn,i(s, ·)dµ

=

∫
Rd
fidµ+

∫ t

0

ds

∫
Rd
wn,i(s, ·)dµ. (3.14)

Here, we have used the continuity of the function (s, x) 7→ (T (t − s)wn,i(s, ·))(x),
together with the estimate |(T (t−s)wn,i(s, ·))(x)| ≤ cns−1/2‖f‖∞ for any s ∈ (0, t),
x ∈ Rd, to change the order of integration, and the invariance property of the
measure µ.

Now, we distinguish the cases γ > p′0 and γ ≤ p′0. In the first case, we use
Hypothesis 2.1(ii), estimate (2.18) and the invariance property of µ to deduce that∫

Rd
|wn,i(s, ·)|dµ ≤c

∫
Rd
ψ|JxT(s)f |dµ

≤c‖ψ‖
Lp
′
0 (Rd,µ)

‖|JxT(s)f |‖Lp0 (Rd,µ)

≤ceσp0s‖ϕ‖
p0−1
p0

L1(Rd,µ)
(1 ∨ s− 1

2 )‖T (s)|f |p0‖
1
p0

L1(Rd,µ)

=ceσp0s(1 ∨ s− 1
2 )‖|f |‖Lp0 (Rd,µ) (3.15)

for any s > 0. On the other hand, if γ ≤ p′0, arguing similarly, we estimate∫
Rd
|wn,i(s, ·)|dµ ≤c‖ψ‖Lγ(Rd,µ)‖|JxT(s)f |‖

L
γ
γ−1 (Rd,µ)
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≤ceσp0s(1 ∨ s− 1
2 )‖|f |‖

L
γ
γ−1 (Rd,µ)

(3.16)

for any s > 0. From (3.14)-(3.16) we can infer that∫
Rd
un,i(t, ·)dµ ≤

∫
Rd
fidµ+ c‖|f |‖

Lr
′
0 (Rd,µ)

∫ +∞

0

eσp0s(1 ∨ s− 1
2 )ds. (3.17)

Letting n tend to +∞ in (3.17) we conclude that∫
Rd

(T(t)f)idµ ≤
∫
Rd
fidµ+ c‖|f |‖

Lr
′
0 (Rd,µ)

. (3.18)

Now, we let t tend to +∞ in (3.18). Taking (2.25) and the forthcoming Theorem
3.5 into account, we can apply the dominated convergence theorem and deduce that

m∑
j=1

∫
Rd
fjdµ

i
j =

∫
Rd

( m∑
j=1

∫
Rd
fjdµ

i
j

)
dµ ≤

∫
Rd
fidµ+ c‖|f |‖

Lr
′
0 (Rd,µ)

. (3.19)

To go further, we extend (3.19) to any f ∈ Bb(Rd;Rm) by approximating any
such function f by a bounded sequence (fn) ⊂ Cb(Rd;Rm) which converges to f
almost everywhere (with respect to the Lebesgue measure and, hence, with respect
to the measures µij and µ) in Rd. Writing (3.19) with f being replaced by the
function fn and letting n tend to +∞, by dominated convergence we obtain that f
satisfies (3.19) as well.

Now, we are almost done. Indeed, take f ∈ Bb(Rd) and let A+
ij be the set where

the positive part of µij is concentrated. Writing (3.19) with f = fχA+
ij

ej gives∫
Rd
fd(µij)

+ ≤δij
∫
A+
ij

fdµ+ c‖fχA+
ij
‖
Lr
′
0 (Rd,µ)

≤
∫
Rd
|f |dµ+ c‖f‖

Lr
′
0 (Rd,µ)

≤ (1 + c)‖f‖
Lr
′
0 (Rd,µ)

.

This shows that the operator f 7→
∫
Rd fd(µij)

+ can be (uniquely) extended to

a bounded linear operator on Lr
′
0(Rd, µ) and the Riesz’s representation theorem

implies that there exists a nonnegative function φ+
ij ∈ Lr0(Rd, µ) such that∫

Rd
fd(µij)

+ =

∫
Rd
fφ+

ijdµ, f ∈ Lr
′
0(Rd, µ).

Repeating the same arguments with A+
ij being replaced by the set A−ij , where

the negative part of µij is concentrated, we can show that∫
Rd
fd(µij)

− =

∫
Rd
fφ−ijdµ, f ∈ Lr

′
0(Rd, µ)

for some nonnegative function φ−ij ∈ Lr0(Rd, µ). Since gij = φ+
ij + φ−ij , we immedi-

ately conclude that gij ∈ Lr0(Rd, µ).

To conclude the proof, let us show that the function gij belongs to W 1,q
loc (Rd)

for any i, j = 1, . . . ,m and any q < +∞. For this purpose, we use a bootstrap
argument. We fix r > 0, η ∈ C∞c (B(0, r)) and i, j ∈ {1, . . . ,m}. Choosing f = ηej
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in (3.2) and observing that dµij = (φ+
ij −φ

−
ij)dµ := hijdµ for any i, j = 1, . . . ,m, we

get ∫
Rd
hijρAηdx = −

d∑
h=1

m∑
k=1

∫
Rd

(Bh)kjDhη(φ+
ik − φ

−
ik)ρdx.

Let us estimate the right-hand side of the previous formula, which we denote by
Iij . From the first part of the proof, we know that φ±hk ∈ L2(Rd, µ) for any h, k =

1, . . . ,m. Moreover, [7, Corollary 2.9] implies that ρ ∈W 1,p
loc (Rd) for any p ≥ 1 and

so, in particular, ρ is locally Hölder continuous. Since the entries of the matrices
Bh (h = 1, . . . , d) are locally bounded, we get

|Iij | ≤ c max
h=1,...,d
k=1,...,m

‖(Bh)kj
√
ρ‖L∞(B(0,r))‖hik‖L2(B(0,r),µ)‖∇η‖L2(B(0,r))

and, therefore, ∣∣∣∣ ∫
Rd
Aηdµji

∣∣∣∣ ≤ cr‖∇η‖L2(B(0,r)). (3.20)

Now, we fix f ∈ C∞c (Rd) and a smooth function ψr such that χB(0,r/2) ≤ ψr ≤
χB(0,r). Since A(ζ1ζ2) = ζ1Aζ2 + ζ2Aζ1 + 2〈Q∇ζ1,∇ζ2〉 for any pair of smooth
functions ζ1, ζ2, we can estimate∣∣∣∣ ∫

Rd
(Af)ψrhikρdx

∣∣∣∣ =

∣∣∣∣ ∫
Rd

(Af)ψrdµ
i
j

∣∣∣∣
≤
∣∣∣∣ ∫

Rd
A(ψrf)dµij

∣∣∣∣+

∣∣∣∣ ∫
Rd
Aψrfdµij

∣∣∣∣+ 2

∣∣∣∣ ∫
Rd
〈Q∇f,∇ψr〉dµij

∣∣∣∣
=: J1 + J2 + J3.

We claim that

J1 + J2 + J3 ≤ cr‖f‖W 1,2(Rd). (3.21)

Estimate (3.20) shows that J1 ≤ cr‖∇(ψrf)‖L2(B(0,r)) ≤ cr‖f‖W 1,2(Rd). As far as
J2 and J3 are concerned, arguing as above we deduce that

J2 ≤ ‖(Aψr)
√
ρ‖L∞(B(0,r))‖hij‖L2(B(0,r),µ)‖f‖L2(Rd),

J3 ≤ 2‖|Q∇ψr|
√
ρ‖L∞(B(0,r))‖hij‖L2(B(0,r),µ)‖∇f‖L2(Rd).

Estimate (3.21) is so proved and, from [16, Theorem D.1.4(ii)], we deduce that
hijρψr ∈ W 1,2

loc (Rd) for any i, j = 1, . . . ,m. Thus, hijρ belongs to W 1,2(B(0, r/2)).

The arbitrariness of r > 0 yields immediately that hijρ ∈ W 1,2
loc (Rd). Since ρ ∈

W 1,p
loc (Rd) for any p ≥ 1 and infRd ρ is positive, we can infer that hij belongs to

W 1,2
loc (Rd).

Now, we can make the bootstrap argument work in the case when d ≥ 3, since
the remaining cases are similar and even easier. By the Sobolev embedding theorem,
hij belongs to L2∗

loc(Rd) (and, hence, to L2∗

loc(Rd, µ)), where 1/2∗ = 1/2−1/d. Thus,
arguing as above, replacing ‖hij‖L2(B(0,r),µ) by ‖hij‖L2∗ (B(0,r),µ) and ‖f‖W 1,2(Rd)

by ‖f‖W 1,(2∗)′ (Rd) in the estimate (3.21) and applying again [16, Theorem D.1.4(ii)]
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we can infer that gij belongs to W 1,2∗

loc (Rd). Iterating this procedure, in a finite

number of steps we get that hij ∈ W 1,p
loc (Rd) for some p > d. We are almost done.

Indeed, again by the Sobolev embedding theorem we deduce that gij ∈ Lqloc(Rd) for
any q ≤ +∞. Hence, we can write estimate (3.21) with ‖f‖W 1,2(Rd) being replaced
by ‖f‖W 1,q′ (Rd), for any q′ < +∞, and [16, Theorem D.1.4(ii)] allows us to conclude

that hij belongs to W 1,q
loc (Rd) for any q < +∞.

Finally, we observe that φ+
ij coincides with the positive part of hij (and, hence,

φ−ij coincides with the negative part of hij) as it is immediately checked recalling

that φ+
ij and φ−ij are nonnegative functions with disjoint supports. Since the positive

and negative parts of a function in W 1,p
loc (Rd) belong to W 1,p

loc (Rd), we immediately

conclude that gij = φ+
ij + φ−ij belongs to W 1,p

loc (Rd) as well.

To conclude this subsection, we consider the particular case where the measure
µ is symmetrizing for the scalar semigroup T (t), i.e.,∫

Rd
Af gdµ = −

∫
Rd
〈Q∇f,∇g〉dµ. (3.22)

for any f ∈W 2,2
loc (Rd), g ∈W 1,2

loc (Rd) such that f or g has compact support.

Remark 3.2. Sufficient conditions for (3.22) to hold are provided in Lorenzi etc [17]
under the following additional assumptions on the coefficients qij and bj (i, j =
1, . . . , d): there exists a function Φ : Rd → R such that

(i) Q−1(divQ− b) = ∇Φ where (divQ)j :=
∑d
i=1Diqij for any j = 1, . . . , d;

(ii) e−Φ ∈ L1(Rd);
(iii) there exists two positive constants k1 and k2 ∈ (0, 1) such that

〈Q(x)(Jb(x))∗ξ, ξ〉+ 〈Q(x)ξ,∇Tr(Q(x)S)〉 − Tr((∇(Q(x)ξ))Q(x)S)

≤k1|
√
Q(x)ξ|2 + k2|

√
Q(x)S

√
Q(x)|2 (3.23)

for any x, ξ ∈ Rd and any d× d symmetric matrix S.

Let {µj : j = 1, . . . ,m} be a system of invariant measures for T(t) which consists
of measures absolutely continuous with respect to the Lebesgue measure. Since µ is
equivalent to the Lebesgue measure, there exists a vector valued function ρ such that
each ρj belongs to L1(Rd, µ) and dµj = ρjdµ (j = 1, . . . ,m). For ρ smooth enough,
next theorem relates the invariance property of the family {µj : j = 1, . . . ,m} to a
first-order differential equation that ρ has to satisfy.

Theorem 3.4. Under Hypothesis 2.1, assume that |Q(x)| ≤ c(1 + |x|2) for any
x ∈ Rd, that the map x 7→ |Q(x)| belongs to L1(Rd, µ) and that µ is symmetrizing
for the scalar semigroup T (t). Further, let {µi : i = 1, . . . ,m} be a family of Borel
finite measures, absolutely continuous with respect to the Lebesgue measure. Suppose
that ρ solves the first-order differential equations (Q∇ρi)j − (B∗jρ)i = 0 in Rd for

any i, j = 1, . . . ,m, with ρi ∈ L2(Rd, µ)∩W 1,p
loc (Rd) for some p < +∞ and any i as

above. Then, {µi : i = 1, . . . ,m} is a system of invariant measures for T(t).

Proof. We split the proof into two steps.
Step 1. Here, we prove that the set

Dµ(A) := {f ∈ Dmax(A) : |
√
Q∇fi| ∈ L2(Rd, µ), i = 1, . . . ,m}
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is a core for (A, Dmax(A)) with respect to the mixed topology∗∗ of Cb(Rd;Rm). To
begin with, we prove that R(n) (see (2.8)) preserves Dµ(A) for any n ∈ N. For this
purpose, we observe that, in view of Proposition 2.4, we can estimate

|
√
Q∇(R(n)f)i|2 =

〈
Q

∫ +∞

0

e−nt∇(T(t)f)i(·)dt,
∫ +∞

0

e−nt∇(T(t)f)i(·)dt
〉

≤|Q|
∣∣∣∣ ∫ +∞

0

e−nt∇(T(t)f)i(·)dt
∣∣∣∣2

≤c|Q|‖f‖∞
∣∣∣∣ ∫ +∞

0

e−nt(1 ∨ t− 1
2 )dt

∣∣∣∣2 ≤ c|Q|‖f‖∞.
Since |Q| ∈ L1(Rd, µ) we deduce that R(n)f ∈ Dµ(A) for any f ∈ Cb(Rd;Rm).

Now, for any g ∈ Cb(Rd;Rm) and n ∈ N such that†† n > [β] (see (2.6)), we
consider the function nR(n)g. Note that ‖R(n)g‖Cb(Rd;Rm) ≤ (n− β)−1 for any n
as above. Moreover, nR(n)g converges to g locally uniformly in R as n tends to +∞.
This is clear if g belongs to Dmax(A). Indeed, we can split nR(n)g = g−R(n)Ag
for any n and, by the above estimate, R(n)Ag vanishes uniformly in Rd as n tends
to +∞. Suppose that g ∈ Cb(Rd;Rm). Since C∞c (Rd;Rm) ⊂ Dmax(A), we can
determine a sequence (gm) ⊂ Dmax(A), bounded with respect to the sup-norm,
which converges to g locally uniformly in Rd. We split

‖nR(n)g − g‖Cb(B(0,r);Rm) ≤‖nR(n)(g − gm)‖Cb(B(0,r);Rm) + ‖gm − g‖Cb(B(0,r);Rm)

+ ‖nR(n)gm − gm‖Cb(B(0,r);Rm)

≤‖T(·)(g − gm)‖Cb((0,+∞)×B(0,r);Rm)

+ ‖gm − g‖Cb(B(0,r);Rm)

+ ‖nR(n)gm − gm‖Cb(B(0,r);Rm)

for any m ∈ N, n > [β] and r > 0. Taking Proposition 2.5 into account, we can let
first n and then m tend to +∞ in the first and last side of the previous chain of
inequalities and conclude that nR(n)g converges to g locally uniformly in Rd.

Given f ∈ Dmax(A), the sequence (fn) we are looking for can be defined by
setting fn = nR(n)f for any n > [β].

Step 2. In view of Proposition 3.1, to prove that the system {µi : i = 1, . . . ,m} is
invariant for T(t) we need to show that

∑m
i=1

∫
Rd(Af)idµi = 0 for any f ∈ Dmax(A).

By Step 1, we can limit ourselves to proving that the previous formula holds true
for any f ∈ Dµ(A). So, let us fix one such function f and let (ϑn) ∈ C∞c (Rd) be a
sequence of cut-off functions such that χB(0,n) ≤ ϑn ≤ χB(0,n+1) and |∇ϑn| ≤ cn−1

for any n ∈ N. We set fn := ϑnf and using (2.3) and (3.22) we obtain that

m∑
i=1

∫
Rd

(Afn)idµi =

m∑
i=1

[ ∫
Rd

(Afn,i)ρidµ+

d∑
j=1

∫
Rd

(BjDjfn)iρidµ

]

=

m∑
i=1

[
−
∫
Rd
〈Q∇fn,i,∇ρi〉dµ+

d∑
j=1

∫
Rd

(BjDjfn)iρidµ

]
∗∗i.e., for any f ∈ Dmax(A) there exists a sequence (fn) ⊂ Dµ(A) such that supn∈N(‖fn‖∞ +

‖Afn‖∞ < +∞), fn and Afn converge to f and Af , respectively, locally uniformly in Rd as n
tends to +∞.
††Here, [β] denotes the integer part of β.
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=

m∑
i=1

d∑
j=1

∫
Rd
Djfn,i[(B

∗
jρ)i − (Q∇ρi)j ]dµ = 0 (3.24)

for n ∈ N. Now we show that the first side of (3.24) converges to
∑m
i=1

∫
Rd(Af)idµi

as n tends to +∞. For this purpose, we observe that for any n ∈ N it holds that

(Afn)i = ϑn(Af)i + fiAϑn +

m∑
k=1

d∑
j=1

fk(Bj)ikDjϑn + 2〈Q∇ϑn,∇fi〉.

Integrating this formula over Rd with respect to µi, summing up over i from 1 to m,
using again (3.22), to write

∫
Rd(Aϑn)fiρidµ = −

∫
Rd〈Q∇ϑn,∇(fiρi)〉dµ, and the

assumption on ρ, we get

m∑
i=1

∫
Rd

(Afn)idµi =

m∑
i=1

∫
Rd
ϑn(Af)idµi +

m∑
i=1

∫
Rd
〈Q∇ϑn,∇fi〉ρidµ

+

∫
Rd

m∑
k=1

d∑
j=1

fk(Bj)ikDjϑndµi −
m∑
k=1

∫
Rd
fk〈Q∇ϑn,∇ρk〉dµ

=

m∑
i=1

∫
Rd
ϑn(Af)idµi +

m∑
k=1

∫
Rd
〈
√
Q∇ϑn,

√
Q∇fk〉ρkdµ. (3.25)

By the dominated convergence theorem, the first term in the last side of (3.25)
converges to

∑m
i=1

∫
Rd(Af)idµi as n tends to +∞. In addition∫

Rd
|〈
√
Q∇ϑn,

√
Q∇fi〉ρi|dµ ≤c

∫
Rd\B(0,n)

|
√
Q|
n
|
√
Q∇fi||ρi|dµ

≤c‖
√
Q∇fi‖L2(Rd,µ)

∫
Rd\B(0,n)

ρ2
i dµ

which vanishes as n tends to +∞, since ρi ∈ L2(Rd, µ). As a byproduct, we conclude
that

∑m
i=1

∫
Rd(Afn)idµi converges to

∑m
i=1

∫
Rd(Af)idµi as n tends to +∞. We have

so proved that
∑m
i=1

∫
Rd(Af)idµi = 0. This completes the proof.

Example 3.1. Here we assume d = 1 and m = 2. In this case (Aζ)(x) =
q(x)ζ′′(x)+ b(x)ζ′(x)+Bζ′(x) for any x ∈ R, on smooth functions ζ : R→ R2. We
suppose that q, b and the entries of the matrix-valued function B satisfy Hypotheses
2.1 and the function x 7→ − log(q(x)) +

∫ x
0

(q(s))−1b(s)ds belongs to L1(R). In this
case, Remark 3.2 is satisfied and

µ(dx) =
c

q(x)
exp

(∫ x

0

b(s)

q(s)
ds
)
dx

for a suitable positive constant c. Note that condition (iii) in Remark 3.2 reduces to
q(x)b′(x)ξ2 ≤ k1q(x)ξ2 + k2(q(x))2s2 for any s, ξ, x ∈ R and some constants k1 > 0
and k2 ∈ (0, 1), which is trivially satisfied since b′ < 0 in R due to Hypothesis
2.1(iv).

In order to compute a system of invariant measures associated to the vector-
valued semigroup associated to A we further assume that |q(x)| ≤ c(1 + x2) for
any x ∈ R, and B11(x) + B12(x) = B21(x) + B22(x) =: β(x) for any x ∈ R. From
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Hypothesis 2.1(ii) it follows that the functions Bij (i, j = 1, 2) grow at most linearly
as |x| tends to +∞. We solve the system qρ′ = B∗ρ. Due to the above condition
on the sum of the rows of B, we easily see that (ρ1 +ρ2)′ = q−1(B11 +B12)(ρ1 +ρ2).
Hence,

ρ1(x) + ρ2(x) = c1 exp

(∫ x

0

β(t)

q(t)
dt

)
, x ∈ R,

for some positive constant c1. Using this equation to write ρ2 in terms of ρ1 and
replacing in the first equation of the above system, we easily see that

ρ1(x) = exp

(∫ x

0

γ(t)

q(t)
dt

)[
c2 + c1

∫ x

0

exp

(∫ t

0

β(s)− γ(s)

q(s)
ds

)
B21(t)

q(t)
dt

]
,

and

ρ2(x) = exp

(∫ x

0

γ(t)

q(t)
dt

)[
− c2 + c1 exp

(∫ x

0

β(t)− γ(t)

q(t)
dt

)

− c1
∫ x

0

exp

(∫ t

0

β(s)− γ(s)

q(s)
ds

)
B21(t)

q(t)
dt

]

= exp

(∫ x

0

γ(t)

q(t)
dt

)[
− c2 + c1 exp

(∫ x

0

β(t)− γ(t)

q(t)
dt

)

− c1
∫ x

0

exp

(∫ t

0

β(s)− γ(s)

q(s)
ds

)
β(t)− γ(t)

q(t)
dt

+ c1

∫ x

0

exp

(∫ t

0

β(s)− γ(s)

q(s)
ds

)
B12(t)

q(t)
dt

]

= exp

(∫ x

0

γ(t)

q(t)
dt

)[
− c2 + c1 + c1

∫ x

0

exp

(∫ t

0

β(s)− γ(s)

q(s)
ds

)
B12(t)

q(t)
dt

]
for some positive constant c2 ∈ R, where γ = B11 −B21.

Now, we consider two concrete cases.
Case 1 . Here, we assume q(x) = 1, b(x) = −x for any x ∈ R and

B =

 0 −1

−1 0

 .

This means that the scalar operator is the Ornstein-Uhlenbeck operator and the in-
variant measure of the associated Ornstein-Uhlenbeck operator T (t) is the Gaussian

measure µ(dx) = (2π)−1/2e−x
2/2dx. Hence, condition (ii) in Remark 3.2 is clearly

satisfied.
From the above formulas for ρ1 and ρ2, we get

ρ1(x) = a1e
x + a2e

−x, ρ2(x) = −a1e
x + a2e

−x, x ∈ R,

for any a1, a2 ∈ R.
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Case 2 . If q(x) = 1 + x2, b(x) = −b0x(1 + x2) and Bij(x) = bijx for any x ∈ R
and some positive constants b0 and bij (i, j = 1, 2) such that( 2∑

i,j=1

b2ij

) 1
2

+

(
max

1≤i,j≤2
|bij |+ 1

)2

< b0,

then Hypotheses 2.1 are clearly satisfied. In particular, for any h ∈ N, the function
ϕ, defined by ϕ(x) = (1 + x2)h satisfies Hypothesis 2.1(iii). Moreover it is quite
easy to show that the density of the invariant measure µ associated to the scalar
semigroup T (t) is the function x 7→ (πeb/2erfc(2−1/2b1/2))(1+x2)−1 exp(−bx2/2)dx
for any x ∈ R. Again, this implies that condition (ii) in Remark 3.2 holds true. It
turns out that

ρ1(x) = (1 + x2)
b11−b21

2

(
c2 +

c1
2
b21 log(1 + x2)

)
,

ρ2(x) = (1 + x2)
b11−b21

2

(
c1 − c2 +

c1
2
b12 log(1 + x2)

)
,

(3.26)

for any x ∈ R and c1, c2 ∈ R, if b12 = −b21, and
ρ1(x) = (1 + x2)

b11−b21
2

(
c2 + c1

b21

b12 + b21
(1 + x2)

b12+b21
2 − c1

b21

b12 + b21

)
,

ρ2(x) = (1 + x2)
b11−b21

2

(
− c2 + c1

b12

b12 + b21
(1 + x2)

b12+b21
2 + c1

b21

b12 + b21

)
,

for any x ∈ R and c1, c2 ∈ R, otherwise. Note that in both cases, the functions ρ1

and ρ2 belongs to H1
loc(R) ∩ Lq(R, µ) for any q < +∞.

Remark 3.3. We stress that, if ρ1 and ρ2 are given by (3.26) and B is not diagonal,
then, for any choice of the constants c1 and c2, at least one between µ1 = ρ1dµ
and µ2 = ρ2dµ is not a positive measure. Indeed, suppose to fix the ideas that
b12 < 0. Then, ρ2 is positive in a neighborhood of +∞ if and only if c1 ≤ 0. Since
ρ2(0) = c1 − c2, also c2 should be non positive and c1, c2 can not be both zero. If
c2 < 0, then ρ1(0) < 0, otherwise, if c2 = 0, then c1 < 0 and ρ2(0) = c1 < 0.

3.2. Asymptotic behaviour of the semigroup in Cb(Rd;Rm)

As in the scalar case, the systems of invariant measures {µij : j = 1, . . . ,m}
(i = 1, . . . ,m) provided by Theorem 3.1 allow us to characterize the asymptotic
behaviour of T(t) in Cb(Rd;Rm) as t tends to +∞.

Theorem 3.5. For any f ∈ Cb(Rd;Rm) and i = 1, . . . ,m, it holds that

lim
t→+∞

(T(t)f)i =

m∑
j=1

∫
Rd
fjdµ

i
j ,

locally uniformly in Rd.

Proof. Fix t > 0, x ∈ Rd and f ∈ Cb(Rd;Rm). Using the invariance property (3.1)
and taking into account that µij(Rd) = δij for any i, j = 1, . . . ,m (see Subsection
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3.1), we can write∣∣∣∣∣(T(t)f)i(x)−
m∑
j=1

∫
Rd
fj(y)dµij(y)

∣∣∣∣∣ =

∣∣∣∣∣∣
m∑
j=1

∫
Rd

(
(T(t)f)j(x)− (T(t)f)j(y)

)
dµij(y)

∣∣∣∣∣∣
for any i = 1, . . . ,m. Now, for any t ≥ 1 set Bt := B(0, e−σ2t/2). Thus, using
estimate (2.18), recalling that γ−1 ≤ γ0, ϕ ≥ 1 in Rd and taking Proposition 3.2
into account, we deduce that∣∣∣∣ ∫

Rd

(
(T(t)f)j(x)− (T(t)f)j(y)

)
dµij(y)

∣∣∣∣
≤
∫
Rd\Bt

∣∣((T(t)f)j(x)− (T(t)f)j(y)
)∣∣ dµij(y)

+

∫
Bt

∣∣((T(t)f)j(x)− (T(t)f)j(y)
)∣∣ dµij(y)

≤c‖f‖∞
∫
Rd\Bt

ϕ
1
γ d|µij |+ ceσ2t

∫
Bt
|x− y|d|µij |(y)

≤c‖f‖∞
∫
Rd\Bt

ϕγ0d|µij |+ c
(
eσ2t|x|+ e

1
2σ2t

)
for any i, j = 1, . . . ,m. Letting t tend to +∞ we obtain that the right-hand side
tends to 0 locally uniformly with respect to x ∈ Rd and this yields the assertion.

A. A priori estimates

Theorem A.1. Let u belong to W 2,p
loc (Rd;Rm) for some 1 < p < +∞. Then, for

any pair of open bounded sets Ω1 and Ω2, Ω1 being compactly contained in Ω2, there
exists a positive constant c, depending on d, p,Ω1, Ω2 the ellipticity constant of the
operator A and the Hölder norm of its coefficients over Ω2, but independent of u,
such that

‖u‖W 2,p(Ω1;Rm) ≤ c(‖u‖Lp(Ω2;Rm) + ‖Au‖Lp(Ω2;Rm)). (A.1)

Proof. We divide the proof into two steps. In the first step we prove the claim
when Ω1 = B(0, r) and Ω2 = B(0, 2r), r > 0. In the second one, we complete the
proof.

Step 1. For any n ∈ N, we set rn = (2 − 2−n)r. Clearly, r0 = r and r∞ = 2r.
We also set

ϑn(x) = ϑ

(
1 +

|x| − rn
rn+1 − rn

)
, x ∈ Rd, n ∈ N,

where ϑ ∈ C∞(R) satisfies χ(−∞,1] ≤ ϑ ≤ χ(−∞,2]. Clearly, each function ϑn
belongs to C∞c (Rd), is such that 0 ≤ ϑn ≤ 1, ϑn = 1 in B(0, rn) and supp (ϑn) ⊂
B(0, rn+1). Moreover ‖ϑn‖Chb (Rd) ≤ 2hncr for h = 1, 2.

Applying classical global Lp-estimates to the functions vn := ϑnu, which be-
long to W 2,p(Rd;Rm) as well as the interpolative estimate ‖|Jxvn+1|‖Lp(Rd;Rm) ≤
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c(ε‖D2vn+1‖Lp(Rd;Rm) + ε−1‖vn+1‖Lp(Rd;Rm)), which holds true for any ε > 0, we
deduce that

‖vn‖W 2,p(Rd;Rm) ≤ cr(‖vn‖Lp(Rd;Rm) + ‖Avn‖Lp(Rd;Rm))

≤ cr(‖Au‖Lp(B(0,2r);Rm) + 4n‖u‖Lp(B(0,2r);Rm)

+ 2n‖|Jxvn+1|‖Lp(Rd;Rm))

≤ cr(‖Au‖Lp(B(0,2r);Rm) + (2nε−1 + 4n)‖u‖Lp(B(0,2r);Rm)

+ 2nε‖vn+1‖W 2,p(Rd;Rm))

for any ε ∈ (0, 1), where the constant c depends also on d, m, p, the ellipticity
constant of the operator A and the Hölder norm of its coefficients over B(0, 2r).
Choosing ε = c−12−n−4 the previous inequality becomes

‖vn‖W 2,p(Rd;Rm) − 2−4‖vn+1|‖W 2,p(Rd;Rm)

≤cr‖Au‖Lp(B(0,2r);Rm) + 4n+2cr‖u‖Lp(B(0,2r);Rm).

Multiplying both the terms by 24n and summing over n from 0 to k ∈ N we get

‖v0‖W 2,p(Rd;Rm)−2−4k−4‖vk+1‖W 2,p(Rd;Rm)

≤cr(‖Au‖Lp(B(0,2r);Rm) + ‖u‖Lp(B(0,2r);Rm)).

Since ‖ϑk+1‖C2
b (Rd) ≤ 4kcr, for any k ∈ N, the second term in the left-hand side of

the previous inequality vanishes as k tends to +∞ and this allows us to conclude
the proof in this particular case, recalling that v0 = u on B(0, r).

Step 2. Here, we complete the proof using a covering argument. Let Ω1 and
Ω2 be as in the statement of the theorem. Further, fix 0 < r < dist(Ω1, ∂Ω2). By
compactness we can cover Ω1 by a finite number of balls of radius r, i.e., there
exist x1, . . . , xk in Ω1 such that Ω1 ⊂

⋃k
i=1(B(xi, r)). Due to the choice of r,⋃k

i=1(B(xi, r)) ⊂ Ω2. By a translation, we can easily extend estimate (A.1) to balls
centered at any point x0 ∈ Rd. Hence, we can write

‖u‖W 2,p(Ω1;Rm) ≤
k∑
i=1

‖u‖W 2,p(B(xi,r);Rm)

≤ c
k∑
i=1

(‖u‖Lp(B(xi,2r);Rm) + ‖Au‖Lp(B(xi,2r);Rm))

≤ c(‖u‖Lp(Ω2;Rm) + ‖Au‖Lp(Ω2;Rm))

and the claim is so proved.

Theorem A.2 (Theorem A.2, Addona etc [1]). Let u ∈ C1+α/2,2+α
loc ((0, T ]×Rd;Rm)

satisfy the differential equation Dtu = Au + g in (0, T ] × Rd, for some g ∈
C
α/2,α
loc ((0, T ] × Rd;Rm) and T > 0. Then, for any τ ∈ (0, T ) and any pair of

bounded open sets Ω1 and Ω2, with Ω1 being compactly contained in Ω2, there exists
a positive constant c, independent of u, such that

‖u‖C1+α/2,2+α((τ,T )×Ω1;Rm)

≤c(‖u‖Cb((τ/2,T )×Ω2;Rm) + ‖g‖Cα/2,α((τ/2,T )×Ω2;Rm)).
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