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#### Abstract

In this paper, the boundary value problem of fourth-order impulsive differential equation is studied. The solution space is decomposed by Riesz-Frechet theorem and eigenvalue theory. The existence of anti-periodic solution is obtained by saddle point theorem. Furthermore, the results in this paper generalize the existing results in [1] and [23].
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## 1. Introduction

The following impulsive problem

$$
\begin{cases}-u^{\prime \prime}=f(x, u), & x \in(0,1) \backslash\left\{x_{1}, \ldots, x_{m}\right\}  \tag{1.1}\\ u(0)=u(1)=0, u\left(x_{j}^{+}\right)=u\left(x_{j}^{-}\right), & j=1, \ldots, m \\ u^{\prime}\left(x_{j}^{+}\right)=u^{\prime}\left(x_{j}^{-}\right)-l_{j}\left(u\left(x_{j}\right)\right), & j=1, \ldots, m\end{cases}
$$

was considered by Agarwal et al. via Morse theory in [1], where $f:(0,1) \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carathéodory function. Besides, $f(t, u)=\sum_{j=1}^{m+1} a_{j}(t) \chi_{j}(t) u+g(t, u)$, where $a_{j}(t) \in C(\mathbb{R}, \mathbb{R}), j=1,2, \ldots, m+1$ and $g(t, u)$ satisfies $|g(t, u)| \leq C\left(|u|^{\gamma-1}+1\right)$ for a.e. $t \in[0, T]$ and any $u(t) \in \mathbb{R}, \gamma \in(1,2), C>0 . u\left(x_{j}^{ \pm}\right)=\lim _{x \rightarrow x_{j}} u(x)$, $u^{\prime}\left(x_{j}^{ \pm}\right)=\lim _{x \rightarrow x_{j}} u^{\prime}(x)$ and $l_{j}(u)$ are continuous functions on $\mathbb{R}$. The authors obtained a nontrivial solution for asymptotically piecewise linear problem with impulsive effects that are asymptotically linear at zero and superlinear at infinity.

In 2016, Wang and Wang [23] studied the problem (1.1) by saddle point theorem. The authors considered problem (1.1) under more relaxed assumptions on $f(t, u)$ than [1]. They generalized the non-linear term part $g(t, u)$ of $f(t, u)$ to $|g(t, u)| \leq C\left(|u|^{\gamma-1}+e(t)\right)$, where $e(t) \in L^{1}(\mathbb{R})$. The existence results generalized

[^0]some existing results in [1].
In recent years, the impulsive effect of differential equation has attracted people's great attention ( $[2,13,16-18,27])$. As is known to us, impulsive differential equations better reflect the trajectory of processes which undergo the sudden changes or discontinuous jumps. There are many such processes in nature such as timed fishing, replenishment of population ecosystems, timed dosing in pharmacy, closing of a switch in a circuit system, frequency modulation in communications, some optimal control models in economics, mechanical movements or other vibrations which suddenly suffered from external forces and so on. For the research of impulsive differential equations, one can refer to $[6,7,9,11,15,24-26]$.

Anti-periodic boundary value problems have frequently appeared in many scientific fields such as bioengineering, chemical engineering, physics and medicine. There exist various physical phenomena accompanied by anti-periodic behaviors, such as anti-periodic vibration, anti-periodic waves. H. Okochi used the Schauder fixed point theorem to prove the existence of anti-periodic solutions for abstract evolution equations in 1988. Later, a large number of scholars conducted more extensive and in-depth studies on the anti-periodic solution of impulsive differential equation $[4,5,10,12,19-22]$.

However, to the best of our knowledge, there are few papers concerned with impulsive differential equation involving nonlinear part and anti-periodic boundary condition. Motivated by $[1,3,18,23]$, we study the existence of solution for the following problem

$$
\begin{cases}u^{(i v)}(t)=f(t, u(t)), & t \in[0, T] \backslash\left\{t_{1}, t_{2}, \ldots, t_{m}\right\},  \tag{1.2}\\ -\triangle u^{\prime \prime \prime}\left(t_{i}\right)=I_{1 i}\left(u\left(t_{i}\right)\right), & i=1,2, \ldots, m, \\ -\triangle u^{\prime \prime}\left(t_{i}\right)=I_{2 i}\left(u^{\prime}\left(t_{i}\right)\right), & i=1,2, \ldots, m, \\ u(0)=-u(T), \quad u^{\prime}(0)=-u^{\prime}(T), & u^{\prime \prime}(0)=-u^{\prime \prime}(T), \quad u^{\prime \prime \prime}(0)=-u^{\prime \prime \prime}(T)\end{cases}
$$

where $u^{(i v)}(t)$ is the fourth derivative of the function $u$ with respect to the variable $t, f:(0, T) \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carathéodory function on $(0, T) \times \mathbb{R}, \Delta u^{\prime \prime \prime}\left(t_{i}\right)=u^{\prime \prime \prime}\left(t_{i}^{+}\right)-$ $u^{\prime \prime \prime}\left(t_{i}^{-}\right), \Delta u^{\prime \prime}\left(t_{i}\right)=u^{\prime \prime}\left(t_{i}^{+}\right)-u^{\prime \prime}\left(t_{i}^{-}\right), 0=t_{0}<t_{1}<t_{2}<\ldots<t_{m}<t_{m+1}=T$ and $I_{1 i}, I_{2 i} \in C(\mathbb{R}, \mathbb{R})$.

The fourth-order boundary value problem with impulsive effects is used to describe the localized bending mode on the elastic level, such as the stability of pressure pole in material mechanics, bridge vibration in elastic mechanics. The nonlinear term $f(t, u)$ represents length resistance of the horizontal unit, and the solution $u(t)$ represents the degree of bending deviation or deflection, the variable $t$ represents the space coordinate, the impulsive terms $I_{1 i}(u), I_{2 i}(u)$ respectively represent the jump produced by the shear force of the beam and the axis of the beam when the sudden force is applied at the $u$ point. Existence of solution means that under certain conditions, the bridge or pole will bend to a certain degree. This kind of bending is related to space coordinates.

We shall apply saddle point theorem [23] to obtain the existence of classical solution for (1.2). With the impulsive effects and boundary value conditions taken into consideration, difficulties are as follows: (1) how to define the new closed subspace; (2) how to give the linear independent basis $w_{i}(t)$ of finite dimensional subspace of solution space; (3) how to prove the boundness of (PS) sequence $\left\{u_{n}\right\}$ have to be overcome.

This paper is organized as follows. In Section 2, some definitions and lemmas which are critical to main results are given. In Section 3, the existence results of solutions are obtained. In Section 4, an example is presented to affirm Theorem 3.1. In Section 5, the proof of Lemma 2.2 is given.

## 2. Preliminaries

Let the space

$$
X=\left\{u \in H^{2}([0, T]): u(0)=-u(T), u^{\prime}(0)=-u^{\prime}(T)\right\}
$$

with the norm

$$
\|u\|_{X}=\left(\int_{0}^{T}|u|^{2}+\left|u^{\prime}\right|^{2}+\left|u^{\prime \prime}\right|^{2} d t\right)^{\frac{1}{2}}
$$

Remark 2.1. Let $\|u\|=\left(\int_{0}^{T}\left|u^{\prime \prime}\right|^{2} d t\right)^{\frac{1}{2}}$. We claim $\|u\|_{X}=\|u\|$ (see Lemma 2.3).
Clearly, $\left(X,\|\cdot\|_{X}\right)$ is a reflexive real Banach space. Define the functional $I$ : $X \rightarrow \mathbb{R}$ by

$$
I(u)=\frac{1}{2} \int_{0}^{T}\left|u^{\prime \prime}\right|^{2} d t+\sum_{i=1}^{m} \int_{0}^{u\left(t_{i}\right)} I_{1 i}(s) d s-\sum_{i=1}^{m} \int_{0}^{u^{\prime}\left(t_{i}\right)} I_{2 i}(s) d s-\int_{0}^{T} F(t, u) d t
$$

where $F(t, u)=\int_{0}^{u} f(t, s) d s$. Moreover, we have
$\left\langle I^{\prime}(u), v\right\rangle=\int_{0}^{T} u^{\prime \prime} v^{\prime \prime}-f(t, u) v d t+\sum_{i=1}^{m} I_{1 i}\left(u\left(t_{i}\right)\right) v\left(t_{i}\right)-\sum_{i=1}^{m} I_{2 i}\left(u^{\prime}\left(t_{i}\right)\right) v^{\prime}\left(t_{i}\right), \quad$ for $v \in X$.
Besides, we define the inner product of $X$ as $\langle u, v\rangle=\int_{0}^{T} u^{\prime \prime} v^{\prime \prime} d t$ by equivalence of norms.

In order to make it easier to read and understand this paper, we introduce some definitions and lemmas in the following.

### 2.1. Definitions and Lemmas

Definition 2.1. Let $E$ be a real Banach space. We say that $I \in C^{1}(E, \mathbb{R})$ satisfies the (PS) condition if any sequence $\left(u_{k}\right) \subset E$ for which $I\left(u_{k}\right)$ is bounded and $I^{\prime}\left(u_{k}\right) \rightarrow 0$ as $k \rightarrow \infty$ possesses a convergent subsequence.
Definition 2.2. A function $u \in X$ is said to be a weak solution of problem (1.2) if $u$ satisfies $\left\langle I^{\prime}(u), v\right\rangle=0$ for all $v \in X$.

Definition 2.3. A function $u \in C^{1}([0, T]), u^{\prime \prime}(t), u^{\prime \prime \prime}(t) \in C\left([0, T] \backslash\left\{t_{1}, t_{2}, \cdots, t_{m}\right\}\right)$ and $u^{(i v)}(t) \in L^{1}\left([0, T] \backslash\left\{t_{1}, t_{2}, \cdots, t_{m}\right\}\right)$ is said to be a classical solution of problem (1.2) if $u$ satisfies the equation in problem (1.2) for $t \in[0, T] \backslash\left\{t_{1}, t_{2}, \cdots, t_{m}\right\}$, and the impulsive conditions and boundary conditions of problem (1.2).

Lemma 2.1 ( [14]). Let $E=V \oplus X$, where $E$ is a real Banach space and $v \neq\{0\}$ and is finite dimensional. Suppose $I \in C^{1}(E, \mathbb{R})$, satisfies ( $P S$ ) condition and $\left(I_{1}\right)$ there is a constant $\alpha$ and a bounded neighborhood $D$ of 0 in $V$ such that $\left.I\right|_{\partial D} \leq$
$\alpha$, and
( $I_{2}$ ) there is a constant $\beta>\alpha$ such that $\left.I\right|_{X} \geq \beta$.
Then I possesses a critical value $c \geq \beta$. Moreover $c$ can be characterized as $c=\inf _{h \in \Gamma} \max _{u \in \bar{D}} I(h(u))$, where $\Gamma=\{h \in C(\overline{\bar{D}}, E) \mid h=$ id on $\partial D\}$.
Lemma 2.2. If function $u$ is weak solution of problem (1.2), then $u$ is classical solution of problem (1.2).
Lemma 2.3. The norm $\|u\|_{X}^{2}$ is equivalent to $\int_{0}^{T}\left|u^{\prime \prime}(t)\right|^{2} d t$.
Proof. By the boundary condition $u(0)+u(T)=0, u^{\prime}(0)+u^{\prime}(T)=0$, one has

$$
u(\xi)=0, u^{\prime}(\eta)=0 \text { for some } \xi \in[0, T], \eta \in[0, T]
$$

By Hölder's inequality, we have

$$
|u(t)|=\left|\int_{\xi}^{t} u^{\prime}(s) d s\right| \leq \int_{0}^{T}\left|u^{\prime}(s)\right| d s \leq T^{\frac{1}{2}}\left(\int_{0}^{T}\left|u^{\prime}(s)\right|^{2} d s\right)^{\frac{1}{2}}
$$

So $\int_{0}^{T}|u(t)|^{2} d t \leq T^{2} \int_{0}^{T}\left|u^{\prime}(t)\right|^{2} d t$ holds.
Similarly, we obtain $\int_{0}^{T}\left|u^{\prime}(t)\right|^{2} d t \leq T^{2} \int_{0}^{T}\left|u^{\prime \prime}(t)\right|^{2} d t$. By the above inequalities, $\|u\|_{X}^{2} \leq C \int_{0}^{T}\left|u^{\prime \prime}(t)\right|^{2} d t$ holds for some positive constant $C$. Clearly, $\int_{0}^{T}\left|u^{\prime \prime}(t)\right|^{2} d t \leq$ $\|u\|_{X}^{2}$ is established. The proof is completed.

Lemma 2.4. Assume that $w_{j}(t)=\left\{\begin{array}{lc}\frac{1}{2} t^{2}+\left(\frac{3 T}{4}-\frac{t_{j}}{2}\right) t+\frac{T^{2}}{8}-\frac{T t_{j}}{2}, & t \in\left[0, t_{j}\right], \\ -\frac{1}{2} t^{2}+\left(\frac{t_{j}}{2}+\frac{T}{4}\right) t+\frac{T^{2}}{8}, & t \in\left[t_{j}, T\right],\end{array}\right.$ where $j=1,2, \ldots, m$, then $w_{j}(t)$ are linear independent.
Proof. It is necessary to prove that if $a_{1} w_{1}(t)+a_{2} w_{2}(t)+\ldots+a_{m} w_{m}(t)=0$, where $t_{1}<t_{2}<\ldots<t_{m}$, then $a_{1}=a_{2}=\ldots=a_{m}=0$. By calculating, we obtain

$$
\left\{\begin{array}{l}
a_{1}\left[\frac{t^{2}}{2}+\left(\frac{3 T}{4}-\frac{t_{1}}{2}\right) t+\frac{T^{2}}{8}-\frac{T t_{1}}{2}\right]+a_{2}\left[\frac{t^{2}}{2}+\left(\frac{3 T}{4}-\frac{t_{2}}{2}\right) t+\frac{T^{2}}{8}-\frac{T t_{2}}{2}\right]+\ldots  \tag{2.1}\\
+a_{m}\left[\frac{t^{2}}{2}+\left(\frac{3 T}{4}-\frac{t_{m}}{2}\right) t+\frac{T^{2}}{8}-\frac{T t_{m}}{2}\right]=0, \quad t \in\left[0, t_{1}\right], \\
a_{1}\left[-\frac{t^{2}}{2}+\left(\frac{t_{1}}{2}+\frac{T}{4}\right) t+\frac{T^{2}}{8}\right]+a_{2}\left[\frac{t^{2}}{2}+\left(\frac{3 T}{4}-\frac{t_{2}}{2}\right) t+\frac{T^{2}}{8}-\frac{T t_{2}}{2}\right]+\ldots \\
+a_{m}\left[\frac{t^{2}}{2}+\left(\frac{3 T}{4}-\frac{t_{m}}{2}\right) t+\frac{T^{2}}{8}-\frac{T t_{m}}{2}\right]=0, \quad t \in\left[t_{1}, t_{2}\right] \\
\vdots \\
a_{1}\left[-\frac{t^{2}}{2}+\left(\frac{t_{1}}{2}+\frac{T}{4}\right) t+\frac{T^{2}}{8}\right]+a_{2}\left[-\frac{t^{2}}{2}+\left(\frac{t_{2}}{2}+\frac{T}{4}\right) t+\frac{T^{2}}{8}\right]+\ldots \\
+a_{m}\left[\frac{t^{2}}{2}+\left(\frac{3 T}{4}-\frac{t_{m}}{2}\right) t+\frac{T^{2}}{8}-\frac{T t_{m}}{2}\right]=0, \quad t \in\left[t_{m-1}, t_{m}\right] \\
a_{1}\left[-\frac{t^{2}}{2}+\left(\frac{t_{1}}{2}+\frac{T}{4}\right) t+\frac{T^{2}}{8}\right]+a_{2}\left[-\frac{t^{2}}{2}+\left(\frac{t_{2}}{2}+\frac{T}{4}\right) t+\frac{T^{2}}{8}\right]+\ldots \\
+a_{m}\left[-\frac{t^{2}}{2}+\left(\frac{t_{m}}{2}+\frac{T}{4}\right) t+\frac{T^{2}}{8}\right]=0, \quad t \in\left[t_{m}, T\right] .
\end{array}\right.
$$

Let $\alpha=\left(a_{1}, a_{2}, \ldots, a_{m}\right)$. By the first equation of (2.1),

$$
\begin{equation*}
\alpha\left(\frac{1}{2}, \frac{1}{2}, \ldots, \frac{1}{2}\right)^{\mathrm{T}} t^{2}+\alpha T_{1} t+\alpha\left(\frac{T^{2}}{8}-\frac{T t_{1}}{2}, \frac{T^{2}}{8}-\frac{T t_{2}}{2}, \ldots, \frac{T^{2}}{8}-\frac{T t_{m}}{2}\right)^{\mathrm{T}}=0 \tag{2.2}
\end{equation*}
$$

holds for any $t \in\left[0, t_{1}\right]$, where $T_{1}=\left(\frac{3 T}{4}-\frac{t_{1}}{2}, \frac{3 T}{4}-\frac{t_{2}}{2}, \ldots, \frac{3 T}{4}-\frac{t_{m}}{2}\right)^{\mathrm{T}}$, T represents the transpose of a vector. By the second equation of (2.1), we have

$$
\begin{equation*}
\alpha\left(\frac{-1}{2}, \frac{1}{2}, \ldots, \frac{1}{2}\right)^{\mathrm{T}} t^{2}+\alpha T_{2} t+\alpha\left(\frac{T^{2}}{8}, \frac{T^{2}}{8}-\frac{T t_{2}}{2}, \ldots, \frac{T^{2}}{8}-\frac{T t_{m}}{2}\right)^{\mathrm{T}}=0 \tag{2.3}
\end{equation*}
$$

for any $t \in\left[t_{1}, t_{2}\right]$, where $T_{2}=\left(\frac{T}{4}+\frac{t_{1}}{2}, \frac{3 T}{4}-\frac{t_{2}}{2}, \ldots, \frac{3 T}{4}-\frac{t_{m}}{2}\right)^{\mathrm{T}}$. By analysis, (2.3) implies $\frac{T^{2}}{8} a_{1}+\left(\frac{T^{2}}{8}-\frac{T t_{2}}{2}\right) a_{2}+\ldots+\left(\frac{T^{2}}{8}-\frac{T t_{m}}{2}\right) a_{m}=0,(2.2)$ implies $\left(\frac{T^{2}}{8}-\right.$ $\left.\frac{T t_{1}}{2}\right) a_{1}+\left(\frac{T^{2}}{8}-\frac{T t_{2}}{2}\right) a_{2}+\ldots+\left(\frac{T^{2}}{8}-\frac{T t_{m}}{2}\right) a_{m}=0$. So we obtain $a_{1}=0$. By the third equation of (2.1), the following equation is established,

$$
\begin{equation*}
\alpha\left(\frac{-1}{2}, \frac{-1}{2}, \ldots, \frac{1}{2}\right)^{\mathrm{T}} t^{2}+\alpha T_{3} t+\alpha\left(\frac{T^{2}}{8}, \frac{T^{2}}{8}, \ldots, \frac{T^{2}}{8}-\frac{T t_{m}}{2}\right)^{\mathrm{T}}=0 \tag{2.4}
\end{equation*}
$$

for any $t \in\left[t_{2}, t_{3}\right]$, where $T_{3}=\left(\frac{T}{4}+\frac{t_{1}}{2}, \frac{T}{4}+\frac{t_{2}}{2}, \ldots, \frac{3 T}{4}-\frac{t_{m}}{2}\right)^{\mathrm{T}}$. Combing (2.4) with (2.3), one has $a_{2}=0$.

Similarly, we get $a_{i}=0, i=3,4, \ldots, m-2$. By the m-th equation of (2.1), one has

$$
\begin{equation*}
\alpha\left(\frac{-1}{2}, \ldots, \frac{-1}{2}, \frac{1}{2}\right)^{\mathrm{T}} t^{2}+\alpha T_{4} t+\alpha\left(\frac{T^{2}}{8}, \ldots, \frac{T^{2}}{8}, \frac{T^{2}}{8}-\frac{T t_{m}}{2}\right)^{\mathrm{T}}=0 \tag{2.5}
\end{equation*}
$$

for any $t \in\left[t_{m-1}, t_{m}\right]$, where $T_{4}=\left(\frac{T}{4}+\frac{t_{1}}{2}, \frac{T}{4}+\frac{t_{2}}{2}, \ldots, \frac{T}{4}+\frac{t_{m-1}}{2}, \frac{3 T}{4}-\frac{t_{m}}{2}\right)^{\mathrm{T}}$. By the $m+1$-th equation of (2.1), one has
$\alpha\left(\frac{-1}{2}, \ldots, \frac{-1}{2}\right)^{\mathrm{T}} t^{2}+\alpha\left(\frac{T}{4}+\frac{t_{1}}{2}, \frac{T}{4}+\frac{t_{2}}{2}, \ldots, \frac{T}{4}+\frac{t_{2}}{2}\right)^{\mathrm{T}} t+\alpha\left(\frac{T^{2}}{8}, \ldots, \frac{T^{2}}{8}\right)^{\mathrm{T}}=0$.

By (2.5),(2.6) we obtain $a_{m}=0$.
By the above analysis, $w_{j}(t)$ are linear independent.

### 2.2. Preliminary decomposition of solution space

Let the closed linear subspace $N=\left\{u \in X: u\left(t_{j}\right)=0, u^{\prime}\left(t_{j}\right)=0, j=1,2, \ldots, m\right\}$. Since $I_{1 i}(0)=0$ and $I_{2 i}(0)=0$ is necessary for the existence of zero solution of problem (1.2), $N$ is important to solution space. The mapping $u(t) \rightarrow u^{\prime}\left(t_{j}\right), j=$ $1,2, \ldots, m$, is a bounded linear functional on $X$. By the Riesz-Frechet representation theorem, there is a unique $w_{j}(t) \in X$ such that $u^{\prime}\left(t_{j}\right)=\left\langle u, w_{j}\right\rangle$. By analyzing, we assume

$$
w_{j}(t)= \begin{cases}A t^{2}+a t+a_{0}, & t \in\left[0, t_{j}\right] \\ B t^{2}+b t+b_{0}, & t \in\left[t_{j}, T\right]\end{cases}
$$

By Lemma 2.3, we have

$$
u^{\prime}\left(t_{j}\right)=\left\langle u, w_{j}\right\rangle=\int_{0}^{T} u^{\prime \prime}(t) w_{j}^{\prime \prime}(t) d t
$$

$$
\begin{aligned}
& =\int_{0}^{t_{j}} A u^{\prime \prime}(t) d t+\int_{t_{j}}^{T} B u^{\prime \prime}(t) d t \\
& =(A-B) u^{\prime}\left(t_{j}\right)+(A+B) u(T)
\end{aligned}
$$

A straight calculation, one has $A=\frac{1}{2}, B=-\frac{1}{2}$. Since $w_{j}(t)$ is continuous at $t_{j}$, $w_{j}(0)=-w_{j}(T)$ and $w_{j}^{\prime}(0)=-w_{j}^{\prime}(T)$, we obtain $a=\frac{3 T}{4}-\frac{t_{j}}{2}, a_{0}=\frac{T^{2}}{8}-\frac{T t_{j}}{2}$, $b=\frac{t_{j}}{2}+\frac{T}{4}, b_{0}=\frac{T^{2}}{8}$. So

$$
w_{j}= \begin{cases}\frac{1}{2} t^{2}+\left(\frac{3 T}{4}-\frac{t_{j}}{2}\right) t+\frac{T^{2}}{8}-\frac{T t_{j}}{2}, & t \in\left[0, t_{j}\right] \\ -\frac{1}{2} t^{2}+\left(\frac{t_{j}}{2}+\frac{T}{4}\right) t+\frac{T^{2}}{8}, & t \in\left[t_{j}, T\right]\end{cases}
$$

By the Lemma 2.4, $w_{j}(t), j=1,2, \ldots, m$ are linear independent. Considering $u^{\prime}\left(t_{j}\right)=\left\langle u, w_{j}\right\rangle=0$ where $u \in N$, we know $N$ is the orthogonal complement of the $m$-dimensional subspace $M$ which is spanned by $w_{j}(t), j=1,2, \ldots, m$. So we have the orthogonal decomposition $X=N \oplus M$, i.e., $u=v+w$. By this decomposition, we obtain

$$
\begin{aligned}
\int_{0}^{T}\left|u^{\prime \prime}(t)\right|^{2} d t=\int_{0}^{T}\left|v^{\prime \prime}(t)+w^{\prime \prime}(t)\right|^{2} d t & \left.=\int_{0}^{T}\left|v^{\prime \prime}(t)\right|^{2}+\left|w^{\prime \prime}(t)\right|^{2}+2 v^{\prime \prime}(t) w^{\prime \prime}(t)\right) d t \\
& =\int_{0}^{T}\left|v^{\prime \prime}(t)\right|^{2}+\left|w^{\prime \prime}(t)\right|^{2}+2\langle v, w\rangle d t \\
& =\int_{0}^{T}\left|v^{\prime \prime}(t)\right|^{2}+\left|w^{\prime \prime}(t)\right|^{2} d t
\end{aligned}
$$

Since $v(t) \in N$, we get $v\left(t_{j}\right)=0$ and $v^{\prime}\left(t_{j}\right)=0$. So we have $u\left(t_{j}\right)=w\left(t_{j}\right)$, $u^{\prime}\left(t_{j}\right)=w^{\prime}\left(t_{j}\right)$ for any $u \in X$. Moreover, $I(u)$ can be rewritten as

$$
\begin{align*}
I(u)= & \frac{1}{2} \int_{0}^{T}\left|v^{\prime \prime}(t)\right|^{2}+\left|w^{\prime \prime}(t)\right|^{2} d t+\sum_{i=1}^{m} \int_{0}^{w\left(t_{i}\right)} I_{1 i}(s) d s-\sum_{i=1}^{m} \int_{0}^{w^{\prime}\left(t_{i}\right)} I_{2 i}(s) d s \\
& -\int_{0}^{T} F(t, u) d t \tag{2.7}
\end{align*}
$$

Furthermore, the linear closed subspace $N$ has the decomposition $N=\oplus_{j=1}^{m+1} N_{j}$, $v=\sum_{j=1}^{m+1} v_{j}$, where $N_{j}=X\left(t_{j-1}, t_{j}\right), v_{j}=\chi_{j} v$ and

$$
\chi_{j}(t)= \begin{cases}1, & t \in\left(t_{j-1}, t_{j}\right) \\ 0, & t \in\left(0, t_{j-1}\right] \cup\left[t_{j}, T\right)\end{cases}
$$

is the characteristic function of the interval $\left(t_{j-1}, t_{j}\right)$. Combining the decomposition with (2.7), one has

$$
\begin{align*}
I(u)= & \frac{1}{2}\left[\sum_{j=1}^{m+1} \int_{t_{j-1}}^{t_{j}}\left|v_{j}^{\prime \prime}(t)\right|^{2}+\left|w^{\prime \prime}(t)\right|^{2} d t\right]+\sum_{i=1}^{m} \int_{0}^{w\left(t_{i}\right)} I_{1 i}(s) d s-\sum_{i=1}^{m} \int_{0}^{w^{\prime}\left(t_{i}\right)} I_{2 i}(s) d s \\
& -\int_{0}^{T} F(t, u) d t \tag{2.8}
\end{align*}
$$

## 3. Main Results

From a mathematical point of view, the case of non-resonance is more conducive to the application of space decomposition techniques and the reduction of energy functional. The proof of main results only be done in non-resonant case. In a practical sense, non-resonant functional differential systems are a common type of systems in nature. They have a wide range of practical applications in the fields of physics, biology, medicine, cybernetics and so on. Combined with the bridge vibration equation we have studied, non-resonance can improve the reliability of the bridge and the safety state pursued in bridge design. Resonance is an important cause of bridge damage. During the erection process, bridges will actively avoid the sway of resonance under the action of high winds, or the impact of dynamic loads such as pedestrian traffic. So we only consider the nonresonant case, where $j, a_{j}$ is not in the set

$$
\sum_{j}=\left\{0<\lambda_{1}^{j} \leq \lambda_{2}^{j} \leq \ldots \leq \lambda_{k}^{j} \rightarrow+\infty, k=1,2, \ldots\right\}, j=1,2, \ldots, m, m+1
$$

which consists of the eigenvalues of the following problem

$$
\begin{cases}u^{(i v)}(t)=\lambda u(t), & t \in\left[t_{j-1}, t_{j}\right]  \tag{3.1}\\ u\left(t_{j-1}\right)=0, & u\left(t_{j}\right)=0 \\ u^{\prime}\left(t_{j-1}\right)=0, & u^{\prime}\left(t_{j}\right)=0\end{cases}
$$

Remark 3.1. By the reference [8], we know the problem (3.1) exists eigenvalues.
To better illustrate main results Theorem 3.1, we give the following assumptions: $\left(A_{1}\right) f(t, u)=\sum_{j=1}^{m+1} a_{j}(t) \chi_{j}(t) u+g(t, u)$, where $a_{j}(t) \in C(\mathbb{R}, \mathbb{R}), j=1,2, \ldots, m+1$.
Besides $a_{j}(t)$ is indefinite and $g(t, u)$ satisfies
$|g(t, u)| \leq C\left(|u|^{\gamma-1}+e(t)\right)$ for a.e. $t \in[0, T]$ and $\forall u(t) \in \mathbb{R}, \gamma \in(1,2), C>0, e \in L^{2}(\mathbb{R})$;
$\left(A_{2}\right)$ The impulsive functions $I_{1 i}$ satisfy sublinear growth, that is there exist constants $\alpha_{i} \geq 0, \beta_{i}>0, \gamma_{i}>0, i=1,2, \ldots, m$ such that $u I_{1 i}(u) \geq-\alpha_{i}+\beta_{i}|u|^{\gamma_{i}}$;
$\left(A_{3}\right)$ There exist constants $C^{\prime}>0, \mu_{i}>0$ and $D>0, i=1,2, \ldots, m$ such that $u I_{2 i}(u) \leq C^{\prime}|u|^{\mu_{i}}+D$, where $\min \left\{\gamma_{i}, \mu_{i}\right\}>2, \min \left\{\beta_{i}-C^{\prime}\right\}>0$;
$\left(A_{4}\right)$ There exist constants $l_{1 i}>0, l_{2 i}>0, p_{1 i}>0, p_{2 i}>0, n_{i}>0, o_{i}>0$ such that $u I_{1 i}(u) \leq l_{1 i}+l_{2 i}|u|^{n_{i}}$ and $u I_{2 i}(u) \geq p_{1 i}+p_{2 i}|u|^{o_{i}}$, where $\min \left\{n_{i}, o_{i}\right\}=O>2$, $\min \left\{l_{2 i}-p_{2 i}\right\}=-L_{2}<0, \max \sum_{i=1}^{m}\left\{l_{1 i}-p_{1 i}\right\}=L_{1}>0$.

Theorem 3.1. Assume that $\left(A_{1}\right),\left(A_{2}\right),\left(A_{3}\right),\left(A_{4}\right)$ hold and $a_{j}(t) \notin \sum_{j}$ for $j=$ $1,2, \ldots, m, m+1$. Then problem (1.2) has at least one solution.

Proof. We will apply Lemma 2.1 to complete this section by three steps.
Step 1. The proof that $I(u)$ satisfies (PS) condition is given.
We prove that a sequence $\left\{u_{n}\right\} \in H$ is a (PS) sequence, i.e., considering $I\left(u_{n}\right)$ is bounded, $I^{\prime}\left(u_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$, then $\left\{u_{n}\right\}$ has a convergent subsequence.
(1). we prove $\left\{u_{n}\right\}$ is bounded.

Firstly, we rewrite the energy functional with known conditions.
By $\left(A_{1}\right)$, one has

$$
F(t, u)=\frac{1}{2} \sum_{j=1}^{m+1} a_{j(t)} \chi_{j}(t) u^{2}+G(t, u)
$$

where $G(t, u)=\int_{0}^{u} g(t, s) d s$. By (3.2), one has

$$
\begin{equation*}
|G(t, u)|=\left|\int_{0}^{u} g(t, s) d s\right| \leq \tilde{C}|u|^{\gamma}+\int_{0}^{u}|e(s)| d s \text { for a.e. } t \in(0, T), \forall u \in \mathbb{R} \tag{3.3}
\end{equation*}
$$

where $\tilde{C}=\frac{C}{\gamma}$. By $\left(A_{1}\right),(2.8)$ can be rewritten as

$$
\begin{align*}
I(u)= & \frac{1}{2}\left\{\sum_{j=1}^{m+1} \int_{t_{j-1}}^{t_{j}}\left(\left|v_{j}^{\prime \prime}(t)\right|^{2}-a_{j}(t)\left|v_{j}(t)\right|^{2}\right) d t+\int_{0}^{T} w^{\prime \prime}(t) d t\right. \\
& \left.-\sum_{j=1}^{m+1} \int_{t_{j-1}}^{t_{j}} a_{j}(t)|w(t)|^{2} d t\right\} \\
& -\sum_{j=1}^{m+1} \int_{t_{j-1}}^{t_{j}} a_{j}(t) v_{j}(t) w(t) d t-\int_{0}^{T} G(t, u) d t+\sum_{i=1}^{m+1} \int_{0}^{w\left(t_{i}\right)} I_{1 i}(s) d s \\
& -\sum_{i=1}^{m+1} \int_{0}^{w^{\prime}\left(t_{i}\right)} I_{2 i}(s) d s \tag{3.4}
\end{align*}
$$

By $\left(A_{2}\right),\left(A_{3}\right)$, we have

$$
\begin{align*}
& -\sum_{i=1}^{m+1} \int_{0}^{w\left(t_{i}\right)} I_{1 i}(s) d s \leq \sum_{i=1}^{m+1}\left(\alpha_{i}-\beta_{i}\left\|w\left(t_{i}\right)\right\|_{\infty}^{\gamma_{i}}\right)\left\|w\left(t_{i}\right)\right\|_{\infty}  \tag{3.5}\\
& \sum_{i=1}^{m+1} \int_{0}^{w^{\prime}\left(t_{i}\right)} I_{2 i}(s) d s \leq \sum_{i=1}^{m+1}\left(C^{\prime}\left\|w^{\prime}\left(t_{i}\right)\right\|_{\infty}^{\mu_{i}}+D\right)\left\|w^{\prime}\left(t_{i}\right)\right\|_{\infty} \tag{3.6}
\end{align*}
$$

where $\|u\|_{\infty}=\max _{t \in[0, T]}|u(t)|$. From the proof of Lemma 2.3, we obtain $\|u\|_{\infty} \leq$ $\sqrt{T}\|u\|_{X}$ and $\left\|u^{\prime}\right\|_{\infty} \leq \sqrt{T}\|u\|_{X}$.

Secondly, we perform space decomposition to further simplify and shrink the energy functional to obtain the boundedness of the sequence $\left\{u_{n}\right\}$.

Defining $J_{0}$ as the set of $j$ which such that $a_{j}(t)<\lambda_{1}^{j}$ and $J_{1}=\{1,2, \ldots, m, m+$ $1\} \backslash J_{0}$. For any $j \in J_{1}, \lambda_{h}^{j}<a_{j}(t)<\lambda_{h+1}^{j}$ holds for some $h \geq 1$. Moreover, the decomposition $N_{j}^{+} \bigoplus N_{j}^{-}$holds, where $N_{j}^{-}$is the $h$-dimensional subspace which is expanded by the eigenfunctions of $\lambda_{1}^{j}, \lambda_{2}^{j}, \ldots, \lambda_{h}^{j}$ and $N_{j}^{+}$is it's orthogonal complement. So one has $v_{j}=v_{j}^{+} \bigoplus v_{j}^{-}$. Then (3.4) is changed into

$$
\begin{aligned}
I(u)= & \frac{1}{2}\left\{\sum_{j \in J_{0}} \int_{t_{j-1}}^{t_{j}}\left(\left|v_{j}^{\prime \prime}(t)\right|^{2}-a_{j}(t)\left|v_{j}(t)\right|^{2}\right) d t+\sum_{j \in J_{1}} \int_{t_{j-1}}^{t_{j}}\left(\left|v_{j}^{+^{\prime \prime}}(t)\right|^{2}-a_{j}(t)\left|v_{j}^{+}(t)\right|^{2}\right) d t\right. \\
& +\sum_{j \in J_{1}} \int_{t_{j-1}}^{t_{j}}\left(\left|v_{j}^{-\prime \prime}(t)\right|^{2}-a_{j}(t)\left|v_{j}^{-}(t)\right|^{2}\right) d t
\end{aligned}
$$

$$
\begin{align*}
& \left.+\int_{0}^{T} w^{\prime \prime}(t) d t-\sum_{j=1}^{m+1} \int_{t_{j-1}}^{t_{j}} a_{j}(t)|w(t)|^{2} d t\right\} \\
& -\sum_{j=1}^{m+1} \int_{t_{j-1}}^{t_{j}} a_{j}(t) v_{j}(t) w(t) d t-\int_{0}^{T} G(t, u) d t+\sum_{i=1}^{m+1} \int_{0}^{w\left(t_{i}\right)} I_{1 i}(s) d s \\
& -\sum_{i=1}^{m+1} \int_{0}^{w^{\prime}\left(t_{i}\right)} I_{2 i}(s) d s, \tag{3.7}
\end{align*}
$$

for

$$
\begin{equation*}
u=\sum_{j \in J_{0}} v_{j}+\sum_{j \in J_{1}}\left(v_{j}^{+}+v_{j}^{-}\right)+w \in \bigoplus_{j \in J_{0}} N_{j} \oplus \bigoplus_{j \in J_{1}}\left(N_{j}^{+} \oplus N_{j}^{-}\right) \oplus M . \tag{3.8}
\end{equation*}
$$

By the eigenvalues problem (3.1), we have $\int_{t_{j-1}}^{t_{j}} u^{(i v)} u-\lambda u^{2} d t=0$. By partial integration, we obtain

$$
\begin{aligned}
& \int_{t_{j-1}}^{t_{j}}\left|u^{\prime \prime}\right|^{2} d t+u^{\prime \prime \prime}\left(t_{j}\right) u\left(t_{j}\right)-u^{\prime \prime \prime}\left(t_{j-1}\right) u\left(t_{j-1}\right)-\left(u^{\prime \prime}\left(t_{j}\right) u^{\prime}\left(t_{j}\right)-u^{\prime \prime}\left(t_{j-1}\right) u^{\prime}\left(t_{j-1}\right)\right) \\
& -\lambda \int_{t_{j-1}}^{t_{j}} u^{2} d t=0 .
\end{aligned}
$$

Taking boundary conditions into consideration, $\int_{t_{j-1}}^{t_{j}}\left|u^{\prime \prime}\right|^{2} d t=\lambda \int_{t_{j-1}}^{t_{j}} u^{2} d t$ is satisfied. So we obtain

$$
\begin{align*}
& \int_{t_{j-1}}^{t_{j}}\left|v_{j}^{\prime \prime}(t)\right|^{2} d t \geq \lambda_{1}^{j} \int_{t_{j-1}}^{t_{j}}\left|v_{j}(t)\right|^{2} d t, j \in J_{0}, \\
& \int_{t_{j-1}}^{t_{j}}\left|v_{j}^{+^{\prime \prime}}(t)\right|^{2} d t \geq \lambda_{h+1}^{j} \int_{t_{j-1}}^{t_{j}}\left|v_{j}^{+}(t)\right|^{2} d t, j \in J_{1},  \tag{3.9}\\
& \int_{t_{j-1}}^{t_{j}}\left|v_{j}^{-^{\prime \prime}}(t)\right|^{2} d t \leq \lambda_{h}^{j} \int_{t_{j-1}}^{t_{j}}\left|v_{j}^{-}(t)\right|^{2} d t, j \in J_{1} .
\end{align*}
$$

According to (3.9), we can get the following inequality (3.10), which is important for the amplification of the energy functional $I$.

$$
\begin{align*}
& \int_{t_{j-1}}^{t_{j}}\left|v_{j}^{\prime \prime}(t)\right|^{2}-a_{j}(t)\left|v_{j}(t)\right|^{2} d t \geq \int_{t_{j-1}}^{t_{j}}\left|v_{j}^{\prime \prime}(t)\right|^{2}-a_{j}(t) \frac{1}{\lambda_{1}^{j}}\left(\left|v_{j}^{\prime \prime}(t)\right|^{2} d t\right. \\
= & \left(1-\frac{a_{j}(t)}{\lambda_{1}^{j}}\right) \int_{t_{j-1}}^{t_{j}}\left|v_{j}^{\prime \prime}(t)\right|^{2} d t \geq b_{j}\left\|v_{j}\right\|_{X}^{2} d t, j \in J_{0}, \\
& \int_{t_{j-1}}^{t_{j}}\left|v_{j}^{+^{\prime \prime}}(t)\right|^{2}-a_{j}(t)\left|v_{j}^{+}(t)\right|^{2} d t \geq \int_{t_{j-1}}^{t_{j}}\left|v_{j}^{+^{\prime \prime}}(t)\right|^{2}-a_{j}(t) \frac{1}{\lambda_{h+1}^{j}}\left|v_{j}^{+^{\prime \prime}}(t)\right|^{2} d t \\
= & \left(1-\frac{a_{j}(t)}{\lambda_{h+1}^{j}}\right) \int_{t_{j-1}}^{t_{j}}\left|v_{j}^{+^{\prime \prime}}(t)\right|^{2} d t \geq b_{j}^{+}\left\|v_{j}^{+}\right\|_{X}^{2}, j \in J_{1}, \\
& \int_{t_{j-1}}^{t_{j}}\left|v_{j}^{-^{\prime \prime}}(t)\right|^{2}-a_{j}(t)\left|v_{j}^{-}(t)\right|^{2} d t \leq \int_{t_{j-1}}^{t_{j}}\left|v_{j}^{-^{\prime \prime}}(t)\right|^{2}-a_{j}(t) \frac{1}{\lambda_{h}^{j}}\left|v_{j}^{-\prime \prime}(t)\right|^{2} d t, \\
= & \left(1-\frac{a_{j}(t)}{\lambda_{h}^{j}}\right) \int_{t_{j-1}}^{t_{j}}\left|v_{j}^{-^{\prime \prime}}(t)\right|^{2} d t \leq b_{j}^{-}\left\|v_{j}^{-}\right\|_{X}^{2}, j \in J_{1}, \tag{3.10}
\end{align*}
$$

where $b_{j}=1-\frac{\max \left\{a_{j}(t), 0\right\}}{\lambda_{1}^{j}}, j \in J_{0}, b_{j}^{+}=1-\frac{a_{j}(t)}{\lambda_{h+1}^{j}}, b_{j}^{-}=\frac{a_{j}(t)}{\lambda_{h}^{j}}-1, j \in J_{1}$, are all positive. According to the decomposition (3.8), we choose
$u_{n}=\sum_{j \in J_{0}} v_{n j}+\sum_{j \in J_{1}}\left(v_{n j}^{+}(t)+v_{n j}^{-}(t)\right)+w_{n}, \bar{u}_{n}=\sum_{j \in J_{0}} v_{n j}+\sum_{j \in J_{1}}\left(v_{n j}^{+}(t)-v_{n j}^{-}(t)\right)-w_{n}$.
By calculation, we obtain

$$
u_{n}^{\prime \prime} \bar{u}_{n}^{\prime \prime}=\sum_{j \in J_{0}}\left|v_{n j}^{\prime \prime}\right|^{2}+\sum_{j \in J_{1}}\left(\left|v_{n j}^{+{ }^{\prime \prime}}\right|^{2}-\left|v_{n j}^{-\prime \prime}\right|^{2}\right)-\left|w_{n}^{\prime \prime}\right|^{2}
$$

and $f\left(t, u_{n}\right)=\sum_{j=1}^{m+1} a_{j}(t) \chi_{j}(t) u_{n}+g\left(t, u_{n}\right)$.
Next, we prepare for the boundedness of the sequence $\left\{u_{n}\right\}$, by rewriting and scaling $\left\langle I^{\prime}\left(u_{n}, \bar{u}_{n}\right)\right\rangle$. A straightforward computation shows that

$$
\begin{align*}
\left\langle I^{\prime}\left(u_{n}, \bar{u}_{n}\right)\right\rangle= & \int_{0}^{T} u_{n}^{\prime \prime} \bar{u}_{n}^{\prime \prime}-f\left(t, u_{n}\right) \bar{u}_{n} d t+\sum_{i=1}^{m} I_{1 i}\left(w_{n}\left(t_{i}\right)\right) w_{n}\left(t_{i}\right)-\sum_{i=1}^{m} I_{2 i}\left(w_{n}^{\prime}\left(t_{i}\right)\right) w_{n}^{\prime}\left(t_{i}\right) \\
= & \sum_{j \in J_{0}} \int_{t_{j-1}}^{t_{j}}\left(\left|v_{n j}^{\prime \prime}\right|^{2}-a_{j}(t)\left|v_{n j}\right|^{2}\right) d t+\sum_{j \in J_{1}} \int_{t_{j-1}}^{t_{j}}\left[\left|v_{n j}^{+^{\prime \prime}}\right|^{2}-a_{j}(t)\left|v_{n j}^{+}\right|^{2}\right. \\
& \left.-\left(\left|v_{n j}^{-\prime \prime}\right|^{2}-a_{j}(t)\left|v_{n j}^{-}\right|^{2}\right)\right] d t-\int_{0}^{T}\left|w_{n}^{\prime \prime}\right|^{2} d t+\sum_{j=1}^{m+1} \int_{t_{j-1}}^{t_{j}} a_{j}\left|w_{n}\right|^{2} d t \\
& +2 \sum_{j=1}^{m+1} \int_{t_{j-1}}^{t_{j}} a_{j} v_{n j}^{-} w_{n} d t-\int_{0}^{T} g\left(t, u_{n}\right) \bar{u}_{n} d t+\sum_{i=1}^{m} I_{1 i}\left(w_{n}\left(t_{i}\right)\right) w_{n}\left(t_{i}\right) \\
& -\sum_{i=1}^{m} I_{2 i}\left(w_{n}^{\prime}\left(t_{i}\right)\right) w_{n}^{\prime}\left(t_{i}\right) . \tag{3.11}
\end{align*}
$$

By $I^{\prime}\left(u_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$, one has

$$
\begin{align*}
& \sum_{j \in J_{0}} \int_{t_{j-1}}^{t_{j}}\left(\left|v_{n j}^{\prime \prime}\right|^{2}-a_{j}(t)\left|v_{n j}\right|^{2}\right) d t \\
& +\sum_{j \in J_{1}} \int_{t_{j-1}}^{t_{j}}\left[\left|v_{n j}^{++^{\prime \prime}}\right|^{2}-a_{j}(t)\left|v_{n j}^{+}\right|^{2}-\left(\left|v_{n j}^{-\prime \prime}\right|^{2}-a_{j}(t)\left|v_{n j}^{-}\right|^{2}\right)\right] d t \\
\leq & -\sum_{i=1}^{m} I_{1 i}\left(w_{n}\left(t_{i}\right)\right) w_{n}\left(t_{i}\right)+\sum_{i=1}^{m} I_{2 i}\left(w_{n}^{\prime}\left(t_{i}\right)\right) w_{n}^{\prime}\left(t_{i}\right)+\int_{0}^{T}\left|w_{n}^{\prime \prime}\right|^{2} d t \\
& -\sum_{j=1}^{m+1} \int_{t_{j-1}}^{t_{j}} a_{j}\left|w_{n}\right|^{2} d t-2 \sum_{j=1}^{m+1} \int_{t_{j-1}}^{t_{j}} a_{j} v_{n j}^{-} w_{n} d t+\int_{0}^{T} g\left(t, u_{n}\right) \bar{u}_{n} d t \tag{3.12}
\end{align*}
$$

By (3.10), ( $A_{2}$ ), ( $\left.A_{3}\right),(3.3)$ and Hölder's inequality, (3.12) is changed into

$$
\begin{aligned}
& \sum_{j \in J_{0}} b_{j}\left\|v_{n j}\right\|_{X}^{2}+\sum_{j \in J_{1}}\left(b_{j}^{+}\left\|v_{n j}^{+}\right\|_{X}^{2}+b_{j}^{-}\left\|v_{n j}^{-}\right\|_{X}^{2}\right) \\
\leq & \sum_{i=1}^{m}\left(\alpha_{i}-\beta_{i}\left|w_{n}\right|^{\gamma_{i}}\right)\left|w_{n}\right|+\sum_{i=1}^{m}\left(C^{\prime}\left|w_{n}^{\prime}\right|^{\mu_{i}}+D\right)\left|w_{n}^{\prime}\right|
\end{aligned}
$$

$$
\begin{aligned}
& +\left\|w_{n}\right\|_{X}^{2}+2 \sum_{j \in J_{1}} \mid a_{j}(t)\left\|v_{n j}^{-}\right\|_{X}\left\|w_{n}\right\|_{X} \\
& +C\left\|u_{n}\right\|_{X}^{\gamma-1}\left\|\bar{u}_{n}\right\|_{X}+\|e\|_{L^{2}}\left\|\bar{u}_{n}\right\|_{X} .
\end{aligned}
$$

By simple transposition, we obtain

$$
\begin{align*}
& \sum_{j \in J_{0}} b_{j}\left\|v_{n j}\right\|_{X}^{2}+\sum_{j \in J_{1}}\left(b_{j}^{+}\left\|v_{n j}^{+}\right\|_{X}^{2}+b_{j}^{-}\left\|v_{n j}^{-}\right\|_{X}^{2}\right)+\sum_{i=1}^{m}\left(\beta_{i}\left|w_{n}\right|^{\gamma_{i}+1}-C^{\prime}\left|w_{n}\right|^{\mu_{i}+1}\right) \\
\leq & \left\|w_{n}\right\|_{X}^{2}+2 \sum_{j \in J_{1}} \mid a_{j}(t)\| \| v_{n j}^{-}\left\|_{X}\right\| w_{n}\left\|_{X}+C\right\| u_{n}\left\|_{X}^{\gamma-1}\right\| \bar{u}_{n}\left\|_{X}+\right\| e\left\|_{L^{2}}\right\| \bar{u}_{n} \|_{X} \\
& +\sum_{i=1}^{m}\left(\alpha_{i}+D\right)\left\|w_{n}\right\|_{\infty} \tag{3.13}
\end{align*}
$$

Let $E=\min \left\{\beta_{i}, C^{\prime}\right\}, \bar{\mu}=\min \left\{\gamma_{i}+1, \mu_{i}+1\right\}, F=\max \left\{2\left|a_{j}(t)\right|, C,\|e\|_{L^{2}}, 1, \sum_{i=1}^{m}\left(\alpha_{i}+\right.\right.$ $D)\}$, then

$$
\begin{align*}
& \sum_{j \in J_{0}} b_{j}\left\|v_{n j}\right\|_{X}^{2}+\sum_{j \in J_{1}}\left(b_{j}^{+}\left\|v_{n j}^{+}\right\|_{X}^{2}+b_{j}^{-}\left\|v_{n j}^{-}\right\|_{X}^{2}\right)+E\left\|w_{n}\right\|_{X}^{\bar{\mu}} \\
\leq & F\left(\left\|w_{n}\right\|_{X}^{2}+\sum_{j \in J_{1}}\left\|v_{n j}^{-}\right\|_{X}\left\|w_{n}\right\|_{X}+\left\|u_{n}\right\|_{X}^{\gamma-1}\left\|\bar{u}_{n}\right\|_{X}+\left\|\bar{u}_{n}\right\|_{X}+\left\|w_{n}\right\|_{X}\right) \tag{3.14}
\end{align*}
$$

Since $\bar{\mu}>2,\left\|\bar{u}_{n}\right\|_{X}=\left\|u_{n}\right\|_{X}, \gamma<2$, we claim the boundness of sequence $\left\{u_{n}\right\}$, i.e. $\left\|u_{n}\right\|_{X}^{2}=\sum_{j \in J_{0}}\left\|v_{n j}\right\|_{X}^{2}+\sum_{j \in J_{1}}\left(\left\|v_{n j}^{+}\right\|_{X}^{2}+\left\|v_{n j}^{-}\right\|_{X}^{2}\right)+\left\|w_{n}\right\|_{X}^{2}$ is bounded. In fact, let $a=\sum_{j \in J_{0}}\left\|v_{n j}\right\|_{X}^{+} \sum_{j \in J_{1}}\left(\left\|v_{n j}^{+}\right\|_{X}^{+}\left\|v_{n j}^{-}\right\|_{X}\right), b=\left\|w_{n}\right\|_{X}$. So (3.14) can be written as

$$
\begin{equation*}
a^{2}+b^{\bar{\mu}} \leq b^{2}+a b+a^{\gamma} \tag{3.15}
\end{equation*}
$$

Clearly, $\left\|u_{n}\right\|_{X}^{2}$ is bounded, when $a$ or $b$ is bounded. The following we discussed into two cases. (i) $\frac{a}{b}=c \rightarrow \infty,(3.15)$ is equality to

$$
\begin{equation*}
b^{2-\gamma}\left(1-\frac{1}{c^{2}}-\frac{1}{c}\right)+\frac{b^{\bar{\mu}-\gamma}}{c^{2}} \leq c^{\gamma-2} \tag{3.16}
\end{equation*}
$$

Based on $a \rightarrow \infty, b \rightarrow \infty, \bar{\mu}>2$ and $\gamma<2,(3.16)$ is contradictory.
(ii) $\frac{b}{a}=c \rightarrow \infty,(3.15)$ is equality to

$$
\begin{equation*}
a^{\bar{\mu}}+a^{2} c^{-\bar{\mu}} \leq a^{2} c^{2-\bar{\mu}}+a^{2} c^{1-\bar{\mu}}+a^{\gamma} c^{-\bar{\mu}} \tag{3.17}
\end{equation*}
$$

Based on $a \rightarrow \infty, b \rightarrow \infty, \bar{\mu}>2$ and $\gamma<2,(3.17)$ is contradictory.
So the sequence $\left\{u_{n}\right\}$ is bounded.
(2). the proof that $\left\{u_{n}\right\}$ has convergent subsequence is shown.

For any bounded sequence $\left\{u_{n}\right\} \in X$, it has subsequence $\left\{u_{n_{j}}\right\}$, for the sake of convenience, we still write $u_{n_{j}}$ as $u_{n}, u_{n} \rightharpoonup u$. By calculation, one has

$$
\left\langle I^{\prime}\left(u_{n}\right)-I^{\prime}(u), u_{n}-u\right\rangle=\int_{0}^{T}\left|\left(u_{n}-u\right)^{\prime \prime}\right|^{2} d t-\int_{0}^{T}\left(f\left(t, u_{n}\right)-f(t, u)\right)\left(u_{n}-u\right) d t
$$

$$
\begin{align*}
& +\sum_{i=1}^{m}\left(I_{1 i}\left(u_{n}\right)-I_{1 i}(u)\right)\left(u_{n}-u\right) \\
& -\sum_{i=1}^{m}\left(I_{2 i}\left(u_{n}^{\prime}\right)-I_{2 i}\left(u^{\prime}\right)\right)\left(u_{n}^{\prime}-u^{\prime}\right) \tag{3.18}
\end{align*}
$$

Since $X \hookrightarrow C[0, T],\left\{u_{n}\right\}$ uniformly converges to $u$ in $C[0, T] .\left\{u_{n}\right\} \in X$ implies $u_{n}^{\prime}$ converges to $u^{\prime}$ in $C[0, T]$. So we obtain

$$
\begin{aligned}
& \left\langle I^{\prime}\left(u_{n}\right)-I^{\prime}(u), u_{n}-u\right\rangle \rightarrow 0, \quad \int_{0}^{T}\left(f\left(t, u_{n}\right)-f(t, u)\right)\left(u_{n}-u\right) d t \rightarrow 0 \\
& \sum_{i=1}^{m}\left(I_{1 i}\left(u_{n}\right)-I_{1 i}(u)\right)\left(u_{n}-u\right) \rightarrow 0, \quad \sum_{i=1}^{m}\left(I_{2 i}\left(u_{n}^{\prime}\right)-I_{2 i}\left(u^{\prime}\right)\right)\left(u_{n}^{\prime}-u^{\prime}\right) \rightarrow 0
\end{aligned}
$$

Combining with (3.18), one has $\int_{0}^{T}\left|\left(u_{n}-u\right)^{\prime \prime}\right|^{2} d t=\left\|u_{n}-u\right\|_{X} \rightarrow 0$. So $\left\{u_{n}\right\}$ has a convergent subsequence. $I$ satisfies (PS) condition.

Step 2. The proof that $I(u)$ satisfies the $\left(I_{1}\right)$ condition of Lemma 2.1 is given. We decompose space into

$$
\begin{equation*}
X=\left(\bigoplus_{j \in J_{1}} N_{j}^{-} \oplus M\right) \oplus\left(\bigoplus_{j \in J_{0}} N_{j} \oplus \bigoplus_{j \in J_{1}} N_{j}^{+}\right)=X_{1} \oplus X_{2} \tag{3.19}
\end{equation*}
$$

For $u=\sum_{j \in J_{1}} v_{j}^{-}+w \in X_{1}$, by (3.4) and $\left\langle v_{j}^{-}, w\right\rangle=0$, we obtain

$$
\begin{aligned}
I(u)= & \frac{1}{2}\left\{\sum_{j \in J_{1}} \int_{t_{j-1}}^{t_{j}}\left(\left|v_{j}^{-^{\prime \prime}}(t)\right|^{2}-a_{j}(t)\left|v_{j}^{-}(t)\right|^{2}\right) d t+\int_{0}^{T}\left|w^{\prime \prime}(t)\right|^{2} d t\right. \\
& \left.-\sum_{j=1}^{m+1} \int_{t_{j-1}}^{t_{j}} a_{j}(t)|w(t)|^{2} d t\right\}-\sum_{j=1}^{m+1} \int_{t_{j-1}}^{t_{j}} a_{j}(t) v_{j}^{-}(t) w(t) d t \\
& -\int_{0}^{T} G(t, u) d t+\sum_{i=1}^{m+1} \int_{0}^{w\left(t_{i}\right)} I_{1 i}(s) d s-\sum_{i=1}^{m+1} \int_{0}^{w^{\prime}\left(t_{i}\right)} I_{2 i}(s) d s .
\end{aligned}
$$

Taking $(3.10),\left(A_{2}\right),\left(A_{4}\right)$ and (3.3), one has

$$
\begin{aligned}
I(u) \leq & -\frac{1}{2} \sum_{j \in J_{1}} b_{j}^{-}\left\|v_{j}^{-}\right\|_{X}^{2}+\|w\|_{X}^{2}+\max _{j \in J_{1}}\left\{a_{j}(t)\right\} \sum_{j \in J_{1}}\left\|v_{j}^{-}\right\|_{X}\|w\|_{X}+C\|u\|_{X}^{\gamma}+\|e\|_{L^{2}}\|u\|_{X} \\
& +\sum_{i=1}^{m}\left(l_{1 i}+l_{2 i}\left|w\left(t_{i}\right)\right|^{n_{i}}-p_{1 i}-p_{2 i}\left|w^{\prime}\left(t_{i}\right)\right|^{o_{i}}\right) \\
\leq & -\frac{1}{2} \sum_{j \in J_{1}} b_{j}^{-}\left\|v_{j}^{-}\right\|_{X}^{2}-L_{2} \sum_{i=1}^{m}\left|w\left(t_{i}\right)\right|^{O}+\max \left\{a_{j}(t), C, L_{1}, 1\right\}\left(\|w\|_{X}^{2}\right. \\
& \left.+\sum_{j \in J_{1}}\left\|v_{j}^{-}\right\|_{X}\|w\|_{X}+\|u\|_{X}^{\gamma}+\|e\|_{L^{2}}\|u\|_{X}+1\right)
\end{aligned}
$$

Since $O>2, \gamma>2$, obviously, one has $I(u) \rightarrow-\infty$ as $\|u\|_{X}=\sum_{j \in J_{1}}\left\|v_{j}^{-}\right\|_{X}^{2}+\|w\|_{X}^{2} \rightarrow$ $\infty$.

Step 3. The proof that $I(u)$ satisfies the $\left(I_{2}\right)$ condition of Lemma 2.1 is shown.
For $u=\sum_{j \in J_{0}} v_{j}+\sum_{j \in J_{1}} v_{j}^{+} \in X_{2}$, by $(3.4),\left\langle v_{j}^{+}, v_{j}\right\rangle=0$ and $u\left(t_{i}\right)=u^{\prime}\left(t_{i}\right)=0$,

$$
\begin{aligned}
I(u)= & \frac{1}{2}\left\{\sum_{j \in J_{0}} \int_{t_{j-1}}^{t_{j}}\left(\left|v_{j}^{\prime \prime}(t)\right|^{2}-a_{j}(t)\left|v_{j}(t)\right|^{2}\right) d t\right. \\
& \left.+\sum_{j \in J_{1}} \int_{t_{j-1}}^{t_{j}}\left(\left|v_{j}^{+^{\prime \prime}}(t)\right|^{2}-a_{j}(t)\left|v_{j}^{+}(t)\right|^{2}\right) d t\right\}-\int_{0}^{T} G(t, u) d t
\end{aligned}
$$

holds. Taking (3.10), (3.3) into consideration,

$$
I(u) \geq \frac{1}{2}\left\{\sum_{j \in J_{0}} b_{j}\left\|v_{j}\right\|_{X}^{2}+\sum_{j \in J_{1}} b_{j}^{+}\left\|v_{j}^{+}\right\|_{X}^{2}\right\}-\tilde{C}\|u\|_{X}^{\gamma}-\|e\|_{L^{2}}\|u\|_{X}
$$

is established.
Since $\gamma>2$, it is clear $I$ is bounded from below on $X_{2}$.
Applying Lemma 2.1, problem (1.2) has at least one solution.

## 4. Example

Example 4.1. Set $f(t, u)=\sum_{j=1}^{m} a_{j}(t) \chi_{j}(t) u+\frac{u^{3}-u+1}{u^{2.5}+2}$. By $f(t, u)=\sum_{j=1}^{m+1} a_{j}(t) \chi_{j}(t) u+$ $g(t, u)$, we get $g(t, u)=\frac{u^{3}-u+1}{u^{2.5}+2}$. A straightforward Calculation shows $|g(t, u)| \leq$ $2|u|^{0.5}+e^{-(t+1)}+1$. Hence $\left(A_{1}\right)$ is satisfied.

Let $I_{1 i}(u)=\left\{\begin{array}{ll}-3 u^{3}, & |u|<k, \\ 2.5 u^{6}, & |u| \geq k,\end{array}\right.$ and $I_{2 i}(u)= \begin{cases}0, & |u|<k, \\ k u^{4.8}, & |u| \geq k,\end{cases}$
where $k>4$.
Case 1. $|u|<k$ :
According to the expression of $I_{1 i}, I_{2 i}$, we have $-\alpha_{i}+2|u|^{4} \leq u I_{1 i}(u) \leq-3|u|^{4}+$ $1,-|u|^{4} \leq u I_{2 i}(u) \leq|u|^{4}$. In the assumption $u I_{1 i}(u) \geq-\alpha_{i}+\beta_{i}|u|^{\gamma_{i}}$, by the corresponding coefficients of the same power, we get $\alpha_{i} \geq 5|u|^{4}$, $\beta_{i}=2, \gamma_{i}=4$. So the conditions $\left(A_{2}\right)$ is satified. In the assumption, $u I_{2 i}(u) \leq C^{\prime}|u|^{\mu_{i}}+D$, by the corresponding coefficients of the same power, we get $C^{\prime}=1, \mu_{i}=4, D=0$, $\min \left\{\gamma_{i}, \mu_{i}\right\}=4>2, \min \left\{\beta_{i}-C^{\prime}\right\}=1>0$. So the conditions $\left(A_{3}\right)$ is satified. In the assumption, $u I_{1 i}(u) \leq l_{1 i}+l_{2 i}|u|^{n_{i}}$ and $u I_{2 i}(u) \geq p_{1 i}+p_{2 i}|u|^{o_{i}}$, by the corresponding coefficients of the same power, we get $l_{1 i}=1, l_{2 i}=-3, n_{i}=4, p_{1 i}=0, o_{i}=4$, $p_{2 i}=-1$. Besides, one has $\min \left\{n_{i}, o_{i}\right\}=4>2, \min \left\{l_{2 i}-p_{2 i}\right\}=-2<0$, $\max \left\{l_{1 i}-p_{1 i}\right\}=1>0$. So the conditions $\left(A_{4}\right)$ is satified.

Case 2. $|u|>k$ :
According to the expression of $I_{1 i}, I_{2 i}$, we have $2|u|^{5} \leq u I_{1 i}(u) \leq 3|u|^{8}+\varepsilon_{1}, 4|u|^{4.5} \leq$ $u I_{2 i}(u) \leq|u|^{7}$. In the assumption $u I_{1 i}(u) \geq-\alpha_{i}+\beta_{i}|u|^{\gamma_{i}}$, by the corresponding coefficients of the same power, we get $\alpha_{i}=0, \beta_{i}=2, \gamma_{i}=5$. So the conditions $\left(A_{2}\right)$ is satified. In the assumption, $u I_{2 i}(u) \leq C^{\prime}|u|^{\mu_{i}}+D$, by the corresponding coefficients of the same power, we get $C^{\prime}=1, \mu_{i}=7, D=0, \min \left\{\gamma_{i}, \mu_{i}\right\}=5>2$, $\min \left\{\beta_{i}-C^{\prime}\right\}=1>0$. So the conditions $\left(A_{3}\right)$ is satified. In the assumption, $u I_{1 i}(u) \leq l_{1 i}+l_{2 i}|u|^{n_{i}}$ and $u I_{2 i}(u) \geq p_{1 i}+p_{2 i}|u|^{o_{i}}$, by the corresponding coefficients of the same power, we get $l_{1 i}=\varepsilon_{1}, 0<\varepsilon_{1}<0.5|u|, l_{2 i}=3, n_{i}=8, p_{1 i}=0$,
$p_{2 i}=4, o_{i}=4.5$. Besides, one has $\min \left\{n_{i}, o_{i}\right\}=4.5>2, \min \left\{l_{2 i}-p_{2 i}\right\}=-1<0$, $\max \left\{l_{1 i}-p_{1 i}\right\}=\varepsilon_{1}>0$. So the conditions $\left(A_{4}\right)$ is satified.

By theorem 3.1, we obtain the problem (1.2) has at least one solution.

## 5. Conclusion

In this paper, the solution of the fourth-order impulsive differential equations with anti-periodic boundary value conditions is obtained by variational method and saddle point theorem. In terms of mathematics, the concrete form and calculation method of the basis of the finite-dimensional linear subspace of the solution space of the fourth-order differential equation by Riesz-Frechet theorem. In terms of engineering, the studied model can provide guidance for design of curved bridge and stability of the pressure pole.
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## Appendix

## The proof of Lemma 2.2

The proof is similar to the reference [18]. From the definition 2.1, we obtain

$$
\begin{equation*}
\int_{0}^{T} u^{\prime \prime} v^{\prime \prime} d t+\sum_{i=1}^{l} I_{1 i}\left(u\left(t_{i}\right)\right) v\left(t_{i}\right)-\sum_{i=1}^{l} I_{2 i}\left(u^{\prime}\left(t_{i}\right)\right) v^{\prime}\left(t_{i}\right)-\int_{0}^{T} f(t, u) v d t=0 \tag{5.1}
\end{equation*}
$$

for any $v \in X$. Specially, we take $v \in W_{0}^{2,2}\left[t_{i}, t_{i+1}\right]$, then $v\left(t_{i}\right)=v\left(t_{i+1}\right)=v^{\prime}\left(t_{i}\right)=$ $v^{\prime}\left(t_{i+1}\right)=0$. So (5.1) can be rewritten as

$$
\begin{equation*}
\int_{t_{i+1}}^{t_{i}} u^{\prime \prime} v^{\prime \prime} d t-\int_{t_{i+1}}^{t_{i}} f(t, u) v d t=0, \text { for any } v \in W_{0}^{2,2}\left[t_{i}, t_{i+1}\right] \tag{5.2}
\end{equation*}
$$

We firstly show that

$$
\begin{align*}
\int_{t_{i}}^{t_{i+1}} f(t, u) v d t & =\int_{t_{i}}^{t_{i+1}} v(t) d\left[\int_{t_{i}}^{t} f(s, u(s)) d s\right] \\
& =\left.\left[\int_{t_{i}}^{t} f(s, u(s)) d s\right] v(t)\right|_{t_{i}} ^{t_{i+1}}-\int_{t_{i}}^{t_{i+1}} v^{\prime}\left[\int_{t_{i}}^{t} f(s, u(s)) d s\right] d t \\
& =-\int_{t_{i}}^{t_{i+1}} g_{11}(t, u) v^{\prime}(t) d t=-\int_{t_{i}}^{t_{i+1}} v^{\prime} d\left[\int_{t_{i}}^{t} g_{11}(s, u) d s\right] \\
& =\int_{t_{i}}^{t_{i+1}} g_{12}(t, u) v^{\prime \prime}(t) d t \tag{5.3}
\end{align*}
$$

where $g_{11}(t, u)=\int_{t_{i}}^{t} f(s, u(s)) d s, g_{12}(t, u)=\int_{t_{i}}^{t} g_{11}(s, u) d s$. By (5.1),(5.2),(5.3), we have

$$
\int_{t_{i}}^{t_{i+1}}\left[u^{\prime \prime}-g_{12}(t, u)\right] v^{\prime \prime}(t) d t=0, \text { for all } v^{\prime \prime}(t) \in C_{0}^{\infty}\left[t_{i}, t_{i+1}\right]
$$

By the fundamental lemma, we have

$$
\begin{equation*}
u^{\prime \prime}-g_{12}(t, u)=c t+b \tag{5.4}
\end{equation*}
$$

where $c, b$ are arbitrary constants. Taking derivative for two times on (5.4), we have

$$
u^{i v}(t)-f(t, u)=0, \text { for } t \in\left(t_{i}, t_{i+1}\right)
$$

So

$$
\begin{equation*}
u^{i v}(t)=f(t, u) \tag{5.5}
\end{equation*}
$$

is satisfied for $t \in[0, T] \backslash\left\{t_{1}, t_{2}, \ldots, t_{l}\right\}$. Since $u^{\prime \prime}=-\int_{t_{i}}^{t} g_{11}(s, u) d s+\int_{0}^{t} c d t+$ $\int_{0}^{t} u^{\prime}(s) d s+u(0)$, we obtain $u^{\prime \prime}$ is absolutely continuous. Clearly, $v^{\prime}$ is absolutely continuous by $v \in X$. By integrating by parts, we have

$$
\int_{0}^{T} u^{\prime \prime} v^{\prime \prime} d t=\sum_{i=1}^{m}-\Delta u^{\prime \prime}\left(t_{i}\right) v^{\prime}\left(t_{i}\right)+u^{\prime \prime}(T) v^{\prime}(T)-u^{\prime \prime}(0) v^{\prime}(0)-\int_{0}^{T} u^{\prime \prime \prime} v^{\prime} d t
$$

Since $u^{\prime \prime \prime}(t)=-\int_{t_{i}}^{t} f(u) d t+\int_{0}^{t} u^{\prime \prime}(s) d s-u^{\prime}(0)-u^{\prime \prime \prime}(0)$, we obtain $u^{\prime \prime \prime}$ is absolutely continuous. It is obviously $v$ is absolutely continuous by $v \in X$. By integrating by parts, we obtain

$$
\int_{0}^{T} u^{\prime \prime \prime} v^{\prime} d t=\sum_{i=1}^{m}-\Delta u^{\prime \prime \prime}\left(t_{i}\right) v\left(t_{i}\right)+u^{\prime \prime \prime}(T) v(T)-u^{\prime \prime \prime}(0) v(0)-\int_{0}^{T} u^{i v} v d t
$$

Combining with the above analysis, we have

$$
\begin{align*}
\left\langle I^{\prime}(u), v\right\rangle= & \int_{0}^{T}\left(u^{i v}-f(u)\right) v d t+\sum_{i=1}^{m}\left(I_{1 i}+\Delta u^{\prime \prime \prime}\left(t_{i}\right)\right) v\left(t_{i}\right)+\sum_{i=1}^{m}\left(I_{2 i}-\Delta u^{\prime \prime}\left(t_{i}\right)\right) v^{\prime}\left(t_{i}\right) \\
& +\left(u^{\prime \prime}(T)+u^{\prime \prime}(0)\right) v^{\prime}(T)+\left(u^{\prime \prime \prime}(0)+u^{\prime \prime \prime}(T)\right) v(t)=0 . \tag{5.6}
\end{align*}
$$

By (5.5), we obtain (5.6) is equal to

$$
\begin{align*}
& \sum_{i=1}^{m}\left(I_{1 i}+\Delta u^{\prime \prime \prime}\left(t_{i}\right)\right) v\left(t_{i}\right)+\sum_{i=1}^{m}\left(I_{2 i}-\Delta u^{\prime \prime}\left(t_{i}\right)\right) v^{\prime}\left(t_{i}\right)+\left(u^{\prime \prime}(T)+u^{\prime \prime}(0)\right) v^{\prime}(T) \\
& +\left(u^{\prime \prime \prime}(0)+u^{\prime \prime \prime}(T)\right) v(T)=0 \tag{5.7}
\end{align*}
$$

Firstly, we show $I_{1 i}+\Delta u^{\prime \prime \prime}\left(t_{i}\right)=0$ for $i=1,2, \ldots, m$. Assume that there exists $j$ satisfying

$$
\begin{equation*}
I_{1 i}+\Delta u^{\prime \prime \prime}\left(t_{i}\right) \neq 0 \tag{5.8}
\end{equation*}
$$

Let $v(t)=\prod_{i=0, i \neq j}^{m+1}\left(t-t_{i}\right)^{3}\left(3 t+t_{i}-4 t_{j}\right)$. Apparently $v\left(t_{i}\right)=0, i=0,1,2, \ldots, j-$ $1, j+1, \ldots$. By calculating we have

$$
v^{\prime}\left(t_{i}\right)=\sum_{k=0, i=0}^{m+1} 12\left(t-t_{k}\right)^{2}\left(t-t_{j}\right) \prod_{i=0, i \neq j, k}\left(t-t_{i}\right)^{3}\left(3 t+t_{i}\right)-4 t_{j}
$$

and $v^{\prime}\left(t_{i}\right)=0, i=1,2, \ldots, m, m+1$. Plugging $v(t)$ back into (5.7), we have $I_{1 j}+\Delta u^{\prime \prime \prime}\left(t_{j}\right)=0$. This contradicts with (5.8). The first impulsive condition is established. (5.7) is changed into

$$
\begin{equation*}
\sum_{i=1}^{m}\left(I_{2 i}-\Delta u^{\prime \prime}\left(t_{i}\right)\right) v^{\prime}\left(t_{i}\right)+\left(u^{\prime \prime}(T)+u^{\prime \prime}(0)\right) v^{\prime}(T)+\left(u^{\prime \prime \prime}(0)+u^{\prime \prime \prime}(T)\right) v(T)=0 \tag{5.9}
\end{equation*}
$$

We take $v_{2} \in X, v_{2}^{\prime}(t)=\prod_{i=0, i \neq j}\left(t-t_{i}\right)$. Similar discuss methods, we obtain $I_{2 i}-$ $\Delta u^{\prime \prime}\left(t_{i}\right)=0$ for $i=1,2, \ldots, m$. Furthermore, (5.9) is changed into $\left(u^{\prime \prime}(T)+\right.$ $\left.u^{\prime \prime}(0)\right) v^{\prime}(T)+\left(u^{\prime \prime \prime}(0)+u^{\prime \prime \prime}(T)\right) v(T)=0$. So we have $u^{\prime \prime}(T)=-u^{\prime \prime}(0)$ and $u^{\prime \prime \prime}(0)=$ $-u^{\prime \prime \prime}(T)$.
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