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#### Abstract

We undertake a study of invariant manifolds for the nonautonomous Boissonade system in three-dimensional torus. The system, exhibiting Turing structures, is a activator-inhibitor model for describing the relation between the genuine homogeneous 2D systems and the 3D monolayers. Assuming the diffusivity of the activator be sufficiently large, we prove the existence of a finite-dimensional Lipschitz manifold. The manifold is locally forward invariant and pullback attracts exponentially only those solutions with initial values having a certain regularity. If more assumptions on the external forces are made such that the symbol space is compact, we prove that the manifold is of global type.
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## 1. Introduction

Invariant manifolds are the most interesting and important objects which arise in the investigation of the long-time behavior of dynamical systems described by nonlinear partial differential equations (see, e.g., [2, 7, 9, 10, 13, 22-24, 27-30, 33]). They can be used to capture complex dynamics of solutions and characterize the qualitative properties of a semiflow nearby invariant sets. What we have to mention is one class of global manifolds, namely inertial manifolds. These manifolds, which are generalizations of the centre-unstable manifolds, are global, exponentially attracting, finite-dimensional. That they are finite-dimensional gives a reasonable and rigorous way to reduce systems to lower-dimensional systems that are more easily analyzed. The concept of inertial manifolds was proposed by Foias etc [9] and after that applied and evolved by many authors; we refer the reader to $[1,3,6,7,9,10,12,18,20,24,25,30,33,36]$ and the references therein.

The theory of invariant manifolds has been well developed for autonomous dynamical systems. It is known that two alternative methods for constructing invariant manifolds were established by Hadamard [11], Lyapunov [23] and Perron [27-29]. Hadamard's method, also called Hadamard's graph transform method, is a more geometrical in nature than the Lyapunov-Perron method. Zelik [36] studied the problem of finite-dimensional reduction for parabolic partial differential equations.

[^0]He gave a detailed exposition of the classical theory of inertial manifolds as well as various attempts to generalize it based on the so-called Mañé projection theorems. Abu-Hamed etc [10] proved the existence of an inertial manifold for two different sub-grid scale $\alpha$-models of turbulence: the simplified Bardina model and the modified Leray- $\alpha$ model, in two-dimensional torus. By using the so-called spatial averaging principle, Kostianko [17] proved the existence of an inertial manifold for the modified Leray- $\alpha$ model in three-dimensional space. Lu etc [22] obtained the existence of a finite-dimensional manifold for a generalized phase-field system on the rectangular or cubic spacial domains. This manifold, which has a certain regularity, is locally invariant and attracts exponentially only those solutions with regular enough initial values. Zhao and Wang [37] proved that, in the case of the fast recovery variable, there exists a finite-dimensional global manifold for the FitzHugh-Nagumo system on some two/three-dimensional domains.

There are some works devoted to invariant manifolds for nonautonomous dynamical system by Koksch and Siegmund [16], Latushkin and Layton [19], Wang etc [35]. Koksch and Siegmund's result on the existence of inertial manifolds for nonautonomous dynamical systems was based on two geometrical assumptions, called cone invariance and squeezing property, and two additional technical assumptions, called boundedness and coercivity property. Latushkin and Layton gave optimal gap conditions that imply the existence of infinite-dimensional Lipschitz invariant manifolds for systems of semilinear equations on Banach spaces. The result was used in the proofs of the existence of invariant manifolds for nonautonomous equations and semilinear skew-product flows. Wang etc [35] proved that if a geometrical assumption, called local strong squeezing property and several technical assumptions, called controllability, inverse Lipschitz, and (partial) compactness property are satisfied, then there exists a finite-dimensional Lipschitz invariant manifold for an abstract nonautonomous dynamical system defined on a general Banach space. Then they applied this general framework to scalar reaction-diffusion equations and FitzHugh-Nagumo systems.

In this paper, we shall focus on considering a nonautonomous perturbation of the Boissonade system. This system, exhibiting Turing structures that are found to form one layer after the other so that there is a single layer called "monolayer" beyond the pattern onset, is a simple reaction-diffusion model of coupled type for describing the relation between the genuine homogeneous 2D systems and the 3D monolayers $[8,14]$. It is noted that this system is a activator-inhibitor model where the activator, $u$, is responsible for accelerating the reaction, and the inhibitor, $v$, is responsible for slowing down the reactions caused by the activator $[8,15,26,31]$. More precisely, the system under consideration is given by

$$
\left\{\begin{array}{l}
u_{t}=d \Delta u+u-\alpha v+\gamma u v-u^{3}+f(x, t),  \tag{1.1}\\
v_{t}=\Delta v+u-\beta v+g(x, t)
\end{array}\right.
$$

with the periodic boundary conditions

$$
\begin{equation*}
u(x, t)=u(x+2 \pi j, t), \quad v(x, t)=v(x+2 \pi j, t), \quad j \in Z^{3} \tag{1.2}
\end{equation*}
$$

Here, $d$ is the diffusion coefficient of the activator, $\alpha, \beta, \gamma$ are positive parameters, and $f, g$ are the external forces.

We mention two related papers dedicated to the long-time behavior of dynamical system described by the Boissonade system. In [34], the existence and properties
of a global attractor for the weak solution semiflow were obtained by a parameter adjusting and grouping estimation method. Moreover, the upper semicontinuity of the global attractors in $H^{1} \times H^{1}$ for the solution semiflow with respect to $\gamma$ converging to zero was proved. By using a spatial averaging principle of local type and uniform dissipative estimates, Liu [21] proved the existence of a finite-dimensional manifold of global type. The manifold is locally invariant, which attracts uniformly exponentially those solutions with initial values having a certain regularity, but attracts uniformly those solutions starting from the phase space. As far as we all know, the existence of finite-dimensional manifolds of global type for (1.1) has not been studied in the existing literatures. It is in fact this reason that stimulates us to conduct this paper.

It is known that the spectral gap condition is a crucial property to guarantee the existence of inertial manifolds for many evolution equations (see, e.g., Abu-Hamed etc [10], Foias etc [9], Mora [25], Sell and You [32], Zelik [36]). Unfortunately, we notice that the spectral gap condition may fail for the problem under consideration. It is noted that in order to deal with the difficulties caused by the absence of the spectral gap condition, Mallet-Paret and Sell [24] introduced a notion of cone condition for a scalar reaction-diffusion equation and proved the existence of an inertial manifold. They defined the principle of spatial averaging (PSA), which is a property of the Laplace operator and is used to verify the cone condition. This technique was further simplified by Zelik [36], and extended by Kostianko to the three-dimensional modified Leray- $\alpha$ model [17], and by Lu etc to a generalized phase-field system [22]. However, because of the occurrence of the quadratic coupled term $u v$, it seems rather difficult for us to verify the PSA for the first equation of (1.1) or (1.1) as a whole.

Note that the forcing functions of (1.1) explicitly depend on the time $t$. At this point, the dynamical system generated by (1.1)-(1.2) differs essentially from the situation in the time-independent case. Thus, the method, e.g. [17, 22, 24, 35, 36], for proving the existence of invariant manifolds in the autonomous case, cannot be extended in a straightforward way to the nonautonomous setting. In order to overcome this problem, we need to obtain the uniform dissipative estimates, which are used to modify the nonlinearities such that the modified functions are independent of the elements from the symbol space driven by the forcing functions.

Our main result states that for every $\alpha, \beta, \gamma$, there exists $d$ such that the dynamical system generated by (1.1)-(1.2) possesses a finite-dimensional Lipschitz manifold $\mathscr{M}=\{\mathscr{M}(\sigma)\}_{\sigma \in \Sigma}$. Here $\Sigma$ is the symbol space. The manifold is locally forward invariant and pullback attracts exponentially only those solutions with initial values having a certain regularity. If more assumptions on the external forces are made such that the symbol space is compact, we also prove that the manifold is of global type.

## 2. Preliminaries

Let $X$ be a Banach space with norm $\|\cdot\|_{X}$. Denote by $\operatorname{dist}_{X}(\cdot, \cdot)$ the Hausdorff semi-distance on $X$ between $B_{1}$ and $B_{2}$, i.e.,

$$
\operatorname{dist}_{X}\left(B_{1}, B_{2}\right)=\sup _{x \in B_{1}} \inf _{y \in B_{2}}\|x-y\|_{X}
$$

We next recall some basic concepts (see [5, Chapter IV]).

A two-parameter family of mappings $\{U(t, \tau)\}$ is said to be a process in $X$ if

$$
\begin{aligned}
& U(t, s) U(s, \tau)=U(t, \tau), \quad \forall t \geq s \geq \tau, \tau \in \mathbb{R} \\
& U(\tau, \tau)=I, \quad \tau \in \mathbb{R}
\end{aligned}
$$

We next consider a family of processes $\left\{U_{\sigma}(t, \tau)\right\}$ depending on a parameter $\sigma \in \Sigma$. The parameter $\sigma$ is called the symbol of the process $\left\{U_{\sigma}(t, \tau)\right\}$ and the set $\Sigma$ is called the symbol space.

A bounded set $P_{1}$ of $X$ is said to be uniformly (w.r.t. $\sigma \in \Sigma$ ) absorbing for the family of processes $\left\{U_{\sigma}(t, \tau)\right\}, \sigma \in \Sigma$ if for every bounded set $B \subset X$ there exists $t_{0}=t_{0}(\tau, B) \geq \tau$ such that $\bigcup_{\sigma \in \Sigma} U_{\sigma}(t, \tau) B \subset P_{1}$ for all $t \geq t_{0}$.

A bounded set $P_{2}$ of $X$ is said to be uniformly (w.r.t. $\sigma \in \Sigma$ ) attracting for the family of processes $\left\{U_{\sigma}(t, \tau)\right\}, \sigma \in \Sigma$ if for every bounded set $B \subset X$,

$$
\lim _{t \rightarrow \infty}\left(\sup _{\sigma \in \Sigma} \operatorname{dist}_{X}\left(U_{\sigma}(t, \tau) B, P_{2}\right)\right)=0
$$

A closed set $\mathcal{A}_{\Sigma}$ of $X$ is said to be the uniform (w.r.t $\sigma \in \Sigma$ ) attractor of the family of processes $\left\{U_{\sigma}(t, \tau)\right\}, \sigma \in \Sigma$ if it is the minimal uniformly attracting set.

Let $\theta_{t}, t \in \mathbb{R}$ be a continuous flow defined on a complete metric space $\Sigma$ such that the map $(t, \sigma) \rightarrow \theta_{t} \sigma$ is continuous in $\sigma$ and $\theta_{t}$ satisfies

$$
\theta_{0}=I, \quad \theta_{t_{1}} \circ \theta_{t_{2}}=\theta_{t_{1}+t_{2}}, \quad t_{1}, t_{2} \in \mathbb{R}
$$

A nonautonomous dynamical system (NDS) defined on the state space $X$ is a cocycle $\phi_{t, \sigma}, t \in \mathbb{R}^{+}, \sigma \in \Sigma$ over $\theta_{t}$ such that the map $(t, \sigma, u) \rightarrow \phi_{t, \sigma} u$ is continuous in $(\sigma, u)$ and $\phi_{t, \sigma}$ satisfies

$$
\phi_{0, \sigma}=I, \quad \phi_{t_{1}, \theta_{t_{2}} \sigma} \circ \phi_{t_{2}, \sigma}=\phi_{t_{1}+t_{2}, \sigma}, \quad t_{1}, t_{2} \in \mathbb{R}^{+}, \sigma \in \Sigma .
$$

Let $\Omega=(0,2 \pi)^{3}, H=L_{p}^{2}(\Omega) \times L_{p}^{2}(\Omega)$ and $E=H_{p}^{1}(\Omega) \times H_{p}^{1}(\Omega)$. The symbols $\|\cdot\|$ and $(\cdot, \cdot)$ denote the norm and the inner product on $H$ or any component space $L_{p}^{2}(\Omega)$, respectively. Let $\|\cdot\|_{Y}$ denote the norm on any other Banach space $Y$. We denote the duality product between $H_{p}^{1}(\Omega)$ and $H_{p}^{-1}(\Omega)$ by $\langle\cdot, \cdot\rangle_{H_{p}^{-1}}$. For $\tau \in \mathbb{R}$, we write $\mathbb{R}_{\tau}=[\tau, \infty)$ for simplicity. $M_{i}$ will stand for various positive constants.

Define a linear operator $A: D(A) \rightarrow L_{p}^{2}(\Omega)$ by

$$
A=-\Delta+I, \quad D(A)=H_{p}^{2}(\Omega)
$$

It is easy to see that $-A$ is the infinitesimal generator of a $C_{0}$ semigroup $e^{-A t}$, $t \geq 0$ on $L_{p}^{2}(\Omega)$. Furthermore, $e^{-A t}$ can be extended to analytic semigroup in some sector around the nonnegative real axis. The operator $A$ possesses the complete orthonormal system of eigenvectors $\left\{e_{j}\right\}$ on $L_{p}^{2}(\Omega)$ which correspond to eigenvalues $\lambda_{j}$ such that

$$
A e_{j}=\lambda_{j} e_{j}, \quad 0<\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{j} \rightarrow \infty, j \rightarrow \infty
$$

For $N \in \mathbb{N}^{+}$, we write

$$
X_{N}^{u}=\operatorname{span}\left\{e_{j}: 1 \leq j \leq N\right\}, \quad X_{N}^{s}=\overline{\operatorname{span}}\left\{e_{j}: j \geq N+1\right\}
$$

Let $P_{N}$ denote the orthogonal projection from $L_{p}^{2}(\Omega)$ to $X_{N}^{u}$ and $Q_{N}=I-P_{N}$.

For $s>0$, we define the fractional powers of the operator $A$ by

$$
A^{-s}=\frac{1}{\Gamma(s)} \int_{0}^{\infty} t^{s-1} e^{-A t} \mathrm{~d} t, \quad A^{s}=\left(A^{-s}\right)^{-1}
$$

where $\Gamma(\cdot)$ stands for the Gamma function. It is known that

$$
\left\|A^{s} e^{-A t} \theta\right\| \leq\left[\left(\frac{s}{t}\right)^{s}+\lambda_{1}^{s}\right] e^{-\lambda_{1} t}\|\theta\|, \quad t>0, \theta \in L_{p}^{2}(\Omega)
$$

and for $t \geq 0$ and $0<s \leq 1$,

$$
\left\|\left(e^{-A t}-I\right) \theta\right\| \leq \frac{C_{1-s} t^{s}}{s}\left\|A^{s} \theta\right\|, \quad \theta \in D\left(A^{s}\right)
$$

where $C_{s}>0$ is bounded for $s$ in any compact interval of $\mathbb{R}^{+}$. This can be seen in [12, Section 1.4].

We assume that

$$
f, g \in C^{\delta}\left(\overline{\mathbb{R}} ; L_{p}^{2}(\Omega)\right)
$$

Here, $C^{\delta}\left(\overline{\mathbb{R}} ; L_{p}^{2}(\Omega)\right)$ is the linear space of Hölder continuous functions with exponent $\delta$ that are bounded in $\mathbb{R}$. The space $C_{l o c}\left(\mathbb{R} ; L_{p}^{2}(\Omega)\right)$ is equipped with the local uniform convergence topology on any bounded interval of the time axis. It easily follows that $C_{l o c}\left(\mathbb{R} ; L_{p}^{2}(\Omega)\right)$ is metrizable by means of the Fréchet metric

$$
\begin{equation*}
\rho\left(f_{1}, f_{2}\right)=\sum_{n=0}^{\infty} \frac{1}{2^{n}} \frac{\left\|f_{1}-f_{2}\right\|_{n}}{1+\left\|f_{1}-f_{2}\right\|_{n}} \tag{2.1}
\end{equation*}
$$

where

$$
\left\|f_{1}-f_{2}\right\|_{n}=\max _{t \in[-n, n]}\left\|f_{1}(t)-f_{2}(t)\right\|
$$

Note that $C_{l o c}\left(\mathbb{R} ; L_{p}^{2}(\Omega)\right)$ with metric $(2.1)$ is complete. Let $\Sigma$ be the hull of $(f, g)$ in $C_{l o c}\left(\mathbb{R} ; L_{p}^{2}(\Omega)\right) \times C_{l o c}\left(\mathbb{R} ; L_{p}^{2}(\Omega)\right)$, i.e.,

$$
\Sigma=\overline{\{(f(\cdot+t), g(\cdot+t)): t \in \mathbb{R}\}}^{C_{l o c}\left(\mathbb{R} ; L_{p}^{2}(\Omega)\right) \times C_{l o c}\left(\mathbb{R} ; L_{p}^{2}(\Omega)\right)}
$$

It is easy to see that $\Sigma$ is complete. We also notice that for all $\left(\sigma_{1}, \sigma_{2}\right) \in \Sigma$,

$$
\begin{aligned}
&\left\|\sigma_{1}\right\|_{L^{\infty}\left(\mathbb{R} ; L_{p}^{2}(\Omega)\right)} \leq\|f\|_{L^{\infty}\left(\mathbb{R} ; L_{p}^{2}(\Omega)\right)} \\
&\left\|\sigma_{2}\right\|_{L^{\infty}\left(\mathbb{R} ; L_{p}^{2}(\Omega)\right)} \leq\|g\|_{L^{\infty}\left(\mathbb{R} ; L_{p}^{2}(\Omega)\right)}
\end{aligned}
$$

Moreover, for $\left(\sigma_{1}, \sigma_{2}\right) \in \Sigma$ and $t, s \in \mathbb{R}$, there exist constants $K_{1}, K_{2}>0$ such that

$$
\begin{aligned}
\left\|\sigma_{1}(t)-\sigma_{1}(s)\right\| & \leq K_{1}|t-s|^{\delta} \\
\left\|\sigma_{2}(t)-\sigma_{2}(s)\right\| & \leq K_{2}|t-s|^{\delta}
\end{aligned}
$$

Define a translation group $\theta_{t}: \Sigma \rightarrow \Sigma, t \in \mathbb{R}$ by

$$
\left[\theta_{t} \sigma\right](s)=\left(\sigma_{1}(t+s), \sigma_{2}(t+s)\right), \quad \sigma=\left(\sigma_{1}, \sigma_{2}\right) \in \Sigma, s \in \mathbb{R}
$$

Note that the map $(t, \sigma) \rightarrow \theta_{t} \sigma$ is continuous from $\mathbb{R} \times \Sigma \rightarrow \Sigma$.

Let us write

$$
h_{1}(u, v)=(1+d) u-\alpha v+\gamma u v-u^{3}, \quad h_{2}(v)=(1-\beta) v .
$$

Then (1.1) can be rewritten into the following problem

$$
\left\{\begin{array}{l}
u^{\prime}=-d A u+h_{1}(u, v)+\sigma_{1}(t),  \tag{2.2}\\
v^{\prime}=-A v+u+h_{2}(v)+\sigma_{2}(t) .
\end{array}\right.
$$

By using standard Galerkin method, for every $\sigma=\left(\sigma_{1}, \sigma_{2}\right) \in \Sigma, \tau \in \mathbb{R}$, $\left(u_{\tau}, v_{\tau}\right) \in H,(2.2)$ has a unique weak solution $(u, v) \in C\left(\mathbb{R}_{\tau} ; H\right) \cap L_{l o c}^{2}\left(\mathbb{R}_{\tau} ; E\right)$ satisfying $u(\tau)=u_{\tau}, v(\tau)=v_{\tau}$ and
$\left\{\begin{array}{l}\left\langle u^{\prime}(t), w\right\rangle_{H_{p}^{-1}}+d(\nabla u(t), \nabla w)=\left(u(t)-\alpha v(t)+\gamma u(t) v(t)-u^{3}(t), w\right)+\left(\sigma_{1}(t), w\right), \\ \left\langle v^{\prime}(t), \theta\right\rangle_{H_{p}^{-1}}+(\nabla v(t), \nabla \theta)=(u(t)-\beta v(t), \theta)+\left(\sigma_{2}(t), \theta\right)\end{array}\right.$
for any $w, \theta \in H_{p}^{1}(\Omega)$ and a.e. $t \in \mathbb{R}_{T}$.
Hence, we can define a family of processes $\left\{U_{\sigma}(t, \tau)\right\}, \sigma \in \Sigma$ by

$$
U_{\sigma}(t, \tau)\left(u_{\tau}, v_{\tau}\right)=(u(t), v(t)), \quad\left(u_{\tau}, v_{\tau}\right) \in H, \tau \in \mathbb{R}, t \in \mathbb{R}_{\tau},
$$

where $(u, v)$ is the weak solution of the IVP of (2.2). Because of the uniqueness of weak solution, the following translation identity holds

$$
U_{\sigma}(t+s, \tau+s)=U_{\theta_{s} \sigma}(t, \tau), \quad \sigma \in \Sigma, s \geq 0, t \in \mathbb{R}_{\tau}, \tau \in \mathbb{R} .
$$

Note that the map $\left(t, \sigma,\left(u_{\tau}, v_{\tau}\right)\right) \rightarrow(u(t), v(t))$ is continuous from $\mathbb{R}_{\tau} \times \Sigma \times H \rightarrow H$. We then can define a NDS $\psi_{t, \sigma}, t \in \mathbb{R}^{+}, \sigma \in \Sigma$ by

$$
\psi_{t, \sigma}\left(u_{0}, v_{0}\right)=U_{\sigma}(t, 0)\left(u_{0}, v_{0}\right), \quad\left(u_{0}, v_{0}\right) \in H .
$$

Using the classical global well-posedness theory, for every $\sigma=\left(\sigma_{1}, \sigma_{2}\right) \in \Sigma$ and $\left(u_{0}, v_{0}\right) \in E$, the IVP of (2.2) has a global mild solution $(u, v) \in C\left(\mathbb{R}^{+} ; E\right)$, which can be defined using the formulas of variations of constants

$$
\left\{\begin{array}{l}
u(t)=e^{-d A t} u_{0}+\int_{0}^{t} e^{-d A(t-s)}\left(h_{1}(u(s), v(s))+\sigma_{1}(s)\right) \mathrm{d} s, \\
v(t)=e^{-A t} v_{0}+\int_{0}^{t} e^{-A(t-s)}\left(u(s)+h_{2}(v(s))+\sigma_{2}(s)\right) \mathrm{d} s .
\end{array}\right.
$$

Since the map $\left(t, \sigma,\left(u_{0}, v_{0}\right)\right) \rightarrow(u(t), v(t))$ is continuous from $\mathbb{R}^{+} \times \Sigma \times E$ to $E$, we can define a NDS $\hat{\psi}_{t, \sigma}, t \in \mathbb{R}^{+}, \sigma \in \Sigma$ by mild solutions of the IVP of (2.2). Note that $h_{1}(u(\cdot), v(\cdot))+\sigma_{1}$ and $u+h_{2}(v(\cdot))+\sigma_{2}$ belong to $L_{\text {loc }}^{2}\left(\mathbb{R}^{+} ; L_{p}^{2}(\Omega)\right)$. From [4, Proposition 3.6] (see also [35, Section 2]), it follows that $(u, v)$ is also a strong solution. Since a strong solution is also a weak solution, we obtain that for any $t \in \mathbb{R}^{+}, \sigma \in \Sigma,\left(u_{0}, v_{0}\right) \in E$,

$$
\begin{equation*}
\psi_{t, \sigma}\left(u_{0}, v_{0}\right)=\hat{\psi}_{t, \sigma}\left(u_{0}, v_{0}\right) . \tag{2.3}
\end{equation*}
$$

## 3. Uniform Dissipativity

In this section we are devoted to obtaining the uniform dissipativity and the existence of uniform attractor for (1.1)-(1.2).

We first prove the following
Theorem 3.1. There exists a constant $R_{0}>0$ satisfying that for every bounded subset $\mathcal{B}$ of $E$, there is $t_{0}=t_{0}(\mathcal{B})>0$ such that for any $\sigma \in \Sigma$ and $\left(u_{0}, v_{0}\right) \in \mathcal{B}$,

$$
\psi_{t, \sigma}\left(u_{0}, v_{0}\right) \subset \mathscr{B}_{1}=\left\{\psi_{t, \sigma}\left(u_{0}, v_{0}\right) \in D(A) \times D(A):\left\|\psi_{t, \sigma}\left(u_{0}, v_{0}\right)\right\|_{\left.H_{p}^{2} \times H_{p}^{2} \leq R_{0}\right\}}\right.
$$

for $t \geq t_{0}$, where $R_{0}$ is independent of $d$ for $d \geq d_{0}>0$.
Proof. Let $\mathcal{B}$ be a bounded set of $E$. For $\left(u_{0}, v_{0}\right) \in \mathcal{B}$ and $\sigma=\left(\sigma_{1}, \sigma_{2}\right) \in \Sigma$, we write $(u(t), v(t))=\psi_{t, \sigma}\left(u_{0}, v_{0}\right), t \in \mathbb{R}^{+}$. Multiplying the first equation in (2.2) by $u$ and the second one by $2 \gamma^{2} \beta^{-1} v$, we get that

$$
\begin{aligned}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\|u\|^{2}+2 \gamma^{2} \beta^{-1}\|v\|^{2}\right)+d\|\nabla u\|^{2}+2 \gamma^{2} \beta^{-1}\|\nabla v\|^{2} \\
\leq & \left(\frac{5}{4}+\left(2 \gamma^{2} \beta^{2}\right)^{-1}\left(2 \gamma^{2}-\alpha \beta\right)^{2}\right)|\Omega|-\frac{1}{2} \int_{\Omega} u^{4} \mathrm{~d} x-\frac{\gamma^{2}}{4} \int_{\Omega} v^{2} \mathrm{~d} x \\
& +\int_{\Omega}\left(\sigma_{1}^{2}(t)+\frac{4 \gamma^{2}}{\beta^{2}} \sigma_{2}^{2}(t)\right) \mathrm{d} x
\end{aligned}
$$

Using the condition $d \geq d_{0}$, we obtain that

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\|u\|^{2}+2 \gamma^{2} \beta^{-1}\|v\|^{2}\right) \\
& +d_{0}\|\nabla u\|^{2}+2 \gamma^{2} \beta^{-1}\|\nabla v\|^{2}+\frac{1}{2}\|u\|^{2}+\frac{\gamma^{2}}{4}\|v\|^{2}  \tag{3.1}\\
\leq & \left(\frac{11}{8}+\left(2 \gamma^{2} \beta^{2}\right)^{-1}\left(2 \gamma^{2}-\alpha \beta\right)^{2}\right)|\Omega|+\int_{\Omega}\left(\sigma_{1}^{2}(t)+\frac{4 \gamma^{2}}{\beta^{2}} \sigma_{2}^{2}(t)\right) \mathrm{d} x \\
\leq & M_{1}
\end{align*}
$$

where $M_{1}=\left[\frac{11}{8}+\left(2 \gamma^{2} \beta^{2}\right)^{-1}\left(2 \gamma^{2}-\alpha \beta\right)^{2}\right]|\Omega|+\|f\|_{L^{\infty}\left(\mathbb{R} ; L_{p}^{2}\right)}+\frac{4 \gamma^{2}}{\beta^{2}}\|g\|_{L^{\infty}\left(\mathbb{R} ; L_{p}^{2}\right)}$. Putting $M_{2}=\min \left\{\frac{1}{2}, \frac{\beta}{8}\right\}$, we end up with

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\|u\|^{2}+2 \gamma^{2} \beta^{-1}\|v\|^{2}\right)+2 M_{2}\left(\|u\|^{2}+2 \gamma^{2} \beta^{-1}\|v\|^{2}\right) \leq M_{1} .
$$

Thanks to the Gronwall inequality, we have that

$$
\|u(t)\|^{2}+2 \gamma^{2} \beta^{-1}\|v(t)\|^{2} \leq e^{-2 M_{2}(t-\tau)}\left(\left\|u_{\tau}\right\|^{2}+2 \gamma^{2} \beta^{-1}\left\|v_{\tau}\right\|^{2}\right)+\frac{M_{1}}{2 M_{2}}
$$

Putting $M_{3}=\min \left\{1,2 \gamma^{2} \beta^{-1}\right\}$ and $M_{4}=\max \left\{1,2 \gamma^{2} \beta^{-1}\right\}$, we get that

$$
\|u(t)\|^{2}+\|v(t)\|^{2} \leq \frac{M_{4}}{M_{3}} e^{-2 M_{2}(t-\tau)}\left(\left\|u_{\tau}\right\|^{2}+\left\|v_{\tau}\right\|^{2}\right)+\frac{M_{1}}{2 M_{2} M_{3}}
$$

Hence, there exists a $t_{0}=t_{0}(\mathcal{B})$ such that

$$
\begin{equation*}
\|u(t)\|^{2}+\|v(t)\|^{2} \leq M_{5}, \quad t \geq t_{0} \tag{3.2}
\end{equation*}
$$

Here $M_{5}=\frac{M_{1}}{M_{2} M_{3}}$ is independent of $t, \sigma, \mathcal{B}, d$. By integrating (3.1), we also obtain that

$$
\begin{equation*}
\int_{t}^{t+1}\left(\|\nabla u(s)\|^{2}+\|\nabla v(s)\|^{2}\right) \mathrm{d} s \leq M_{6}, \quad t \geq t_{0} \tag{3.3}
\end{equation*}
$$

where $M_{6}=\frac{2 M_{1}+M_{5} \max \left\{1,2 \gamma^{2} \beta^{-1}\right\}}{2 \min \left\{d_{0}, 2 \gamma^{2} \beta^{-1}\right\}}$. As is usual, the formal estimates given below can be rigorously justified by using the Galerkin approximation method. Multiplying the first equation in (2.2) by $-\Delta u$ and the second one by $-\Delta v$, we get that

$$
\begin{aligned}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\|\nabla u\|^{2}+\|\nabla v\|^{2}\right)+\frac{d}{4}\|\Delta u\|^{2}+\frac{1}{4}\|\Delta v\|^{2} \\
\leq & \|\nabla u\|^{2}+\frac{\alpha^{2}}{d}\|v\|^{2}+\frac{\gamma^{2}}{2 d}\left(\|u\|_{L_{p}^{4}}^{4}+\|v\|_{L_{p}^{4}}^{4}\right)+\frac{1}{2}\|u\|^{2}+\frac{1}{d}\left\|\sigma_{1}(t)\right\|^{2}+\left\|\sigma_{2}(t)\right\|^{2}
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\|\nabla u\|^{2}+\|\nabla v\|^{2}\right)+\frac{d}{4}\|\Delta u\|^{2}+\frac{1}{4}\|\Delta v\|^{2} \\
\leq & \|\nabla u\|^{2}+\frac{\alpha^{2}}{d}\|v\|^{2}+\frac{\gamma^{2} M_{7}^{4}}{2 d}\left(\|u\|_{H_{p}^{1}}^{4}+\|v\|_{H_{p}^{1}}^{4}\right)+\frac{1}{2}\|u\|^{2}+\frac{1}{d}\left\|\sigma_{1}(t)\right\|^{2}+\left\|\sigma_{2}(t)\right\|^{2},
\end{aligned}
$$

where $M_{7}$ is a constant satisfying $\|\theta\|_{L_{p}^{4}} \leq M_{7}\|\theta\|_{H_{p}^{1}}$ for all $\theta \in H_{p}^{1}(\Omega)$. From (3.2), it follows that

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\|\nabla u\|^{2}+\|\nabla v\|^{2}\right) \leq\left(\|\nabla u\|^{2}+\|\nabla v\|^{2}\right)\left(\frac{2 M_{7}^{4} \gamma^{2}}{d_{0}}\left(\|\nabla u\|^{2}+\|\nabla v\|^{2}\right)+2\right)+M_{8}
$$

where $M_{8}=2 M_{5}\left(\frac{\alpha^{2}}{d_{0}}+\frac{1}{2}\right)+\frac{2 M_{5}^{2} M_{7}^{4} \gamma^{2}}{d_{0}}+\frac{2}{d_{0}}\|f\|_{L^{\infty}\left(\mathbb{R} ; L_{p}^{2}\right)}+2\|g\|_{L^{\infty}\left(\mathbb{R} ; L_{p}^{2}\right)}$. This together with (3.3) and the uniform Gronwall lemma implies that

$$
\|\nabla u(t)\|^{2}+\|\nabla v(t)\|^{2} \leq\left(M_{6}+M_{8}\right) \exp \left(\frac{2 M_{6} M_{7}^{4} \gamma^{2}}{d_{0}}+2\right), \quad t \geq t_{0}+1
$$

Hence, we get that

$$
\begin{equation*}
\|u\|_{H_{p}^{1}},\|v\|_{H_{p}^{1}} \leq M_{9}, \quad t \geq t_{0}+1 \tag{3.4}
\end{equation*}
$$

Here $M_{9}$ is independent of $t, \sigma, \mathcal{B}, d$. Note that $h_{1}$ is locally Lipschitz from $E$ to $L_{p}^{2}(\Omega)$. This implies in particular that

$$
\begin{equation*}
\left\|h_{1}(u, v)\right\| \leq M_{10}, \quad t \geq t_{0}+1 \tag{3.5}
\end{equation*}
$$

Note that

$$
u(t)=e^{-d A\left(t-t_{0}-1\right)} u\left(t_{0}+1\right)+\int_{t_{0}+1}^{t} e^{-d A(t-s)}\left(h_{1}(u(s), v(s))+\sigma_{1}(s)\right) \mathrm{d} s
$$

This together with (3.4) and (3.5) implies that

$$
\|u(t+h)-u(t)\|_{H_{p}^{1}} \leq M_{11}\left(h^{\frac{1}{2}}+h^{\frac{1}{4}}+h\right), \quad t \geq t_{0}+1, h \geq 0
$$

A similar calculation further shows that

$$
\|v(t+h)-v(t)\|_{H_{p}^{1}} \leq M_{11}\left(h^{\frac{1}{2}}+h^{\frac{1}{4}}+h\right), \quad t \geq t_{0}+1, h \geq 0
$$

Accordingly, $h_{1}(u, v)$ is Hölder continuous on $\left[t_{0}+1, \infty\right)$. Hence, one has that

$$
\begin{aligned}
\|v(t)\|_{H_{p}^{2}} \leq & \left\|A e^{-A\left(t-t_{0}-1\right)} v\left(t_{0}+1\right)\right\|+\left\|A \int_{t_{0}+1}^{t} e^{-A(t-s)} \sigma_{2}(t) \mathrm{d} s\right\| \\
& +\int_{t_{0}+1}^{t}\left\|A^{\frac{1}{2}} e^{-A(t-s)} A^{\frac{1}{2}}(u(s)+(1-\beta) v(s))\right\| \mathrm{d} s \\
& +\int_{t_{0}+1}^{t}\left\|A e^{-A(t-s)}\left(\sigma_{2}(s)-\sigma_{2}(t)\right)\right\| \mathrm{d} s \\
\leq & M_{12}
\end{aligned}
$$

and

$$
\begin{aligned}
\|u(t)\|_{H_{p}^{2}} \leq & \left\|A e^{-d_{0} A\left(t-t_{0}-1\right)} u\left(t_{0}+1\right)\right\|+\int_{t_{0}+1}^{t}\left\|A e^{-d_{0} A(t-s)}\left(\sigma_{1}(s)-\sigma_{1}(t)\right)\right\| \mathrm{d} s \\
& +\int_{t_{0}+1}^{t}\left\|A e^{-d_{0} A(t-s)}\left[h_{1}(u(s), v(s))-h_{1}(u(t), v(t))\right]\right\| \mathrm{d} s \\
& +\left\|A \int_{t_{0}+1}^{t} e^{-d_{0} A(t-s)}\left(h_{1}(u(t), v(t))+\sigma_{1}(t)\right) \mathrm{d} s\right\| \\
\leq & M_{13}
\end{aligned}
$$

for $t \geq t_{0}+2$. Here $M_{12}, M_{13}$ are independent of $t, \sigma, \mathcal{B}, d$.
Remark 3.1. From Theorem 3.1 and (2.3) we observe that for every bounded subset $\mathcal{B}$ of $E$, there is $t_{0}=t_{0}(\mathcal{B})>0$ such that

$$
\left\|\hat{\psi}_{t, \sigma}\left(u_{0}, v_{0}\right)\right\|_{H_{p}^{2} \times H_{p}^{2}} \leq R_{0}, \quad t \geq t_{0}, \sigma \in \Sigma,\left(u_{0}, v_{0}\right) \in \mathcal{B}
$$

where $R_{0}$ is independent of $d$ for $d \geq d_{0}>0$.
A direct calculation similar to that in Theorem 3.1, we can obtain
Corollary 3.1. The family of processes $\left\{U_{\sigma}(t, \tau)\right\}, \sigma \in \Sigma$ possesses a uniform (w.r.t. $\sigma \in \Sigma$ ) absorbing set.

A curve $(u(s), v(s)), s \in \mathbb{R}$ is called a complete trajectory of (2.2) if

$$
\begin{equation*}
U_{\sigma}(t, \tau)\left(u_{\tau}, v_{\tau}\right)=(u(t), v(t)), \quad \forall t \geq \tau, \tau \in \mathbb{R} \tag{3.6}
\end{equation*}
$$

A set of all bounded complete trajectories of the process $\left\{U_{\sigma}(t, \tau)\right\}$ is called the kernel $\mathcal{K}_{\sigma}$ of the process $\left\{U_{\sigma}(t, \tau)\right\}$, that is
$\mathcal{K}_{\sigma}=\{(u(\cdot), v(\cdot)):(u(\cdot), v(\cdot))$ satisfies (3.6) and $\|(u(s), v(s))\|$ is bounded for $s \in \mathbb{R}\}$.
The set

$$
\mathcal{K}_{\sigma}(0)=\left\{(u(0), v(0)):(u(\cdot), v(\cdot)) \in \mathcal{K}_{\sigma}\right\}
$$

is called the kernel section at $t=0$.
Thanks to Corollary 3.1, an application of [5, Theorem IV 5.1] obtains the following result.
Theorem 3.2. The family of processes $\left\{U_{\sigma}(t, \tau)\right\}, \sigma \in \Sigma$ possesses a compact uniform (w.r.t. $\quad \sigma \in \Sigma$ ) attractor $\mathcal{A}_{\Sigma}$. Moreover, if $\Sigma$ is compact, then $\mathcal{A}_{\Sigma}$ can be represented as

$$
\mathcal{A}_{\Sigma}=\bigcup_{\sigma \in \Sigma} \mathcal{K}_{\sigma}(0) .
$$

## 4. A modification scheme

In this section, our main purpose is to establish a modification scheme for (2.2). This is mainly based on the uniform dissipative estimates.

We first introduce a smooth cut-off function $\varphi_{1}$ which is given by

$$
\varphi_{1}(s)=1, \quad s \in\left[0,\left(c R_{0}\right)^{2}\right], \quad \varphi_{1}(s)=0, \quad s \in\left[4\left(c R_{0}\right)^{2}, \infty\right)
$$

where $c$ is a positive constant satisfying $\|\theta\|_{L_{p}^{\infty}} \leq c\|\theta\|_{H_{p}^{2}}$ for $\theta \in H_{p}^{2}(\Omega)$ and $R_{0}$ is given in Theorem 3.1. We modify $h_{1}$ by setting

$$
\begin{aligned}
\hat{h}_{1}(u, v)(x)= & (1+d) \varphi_{1}\left(u^{2}(x)\right) u(x)-\alpha \varphi_{1}\left(v^{2}(x)\right) v(x) \\
& +\gamma \varphi_{1}\left(u^{2}(x)\right) u(x) \varphi_{1}\left(v^{2}(x)\right) v(x)-\varphi_{1}\left(u^{2}(x)\right) u^{3}(x)
\end{aligned}
$$

It is easy to see that $\hat{h}_{1}: H \rightarrow L_{p}^{2}(\Omega)$ is globally Lipschitz with Lipschitz constant $L_{\hat{h}_{1}}$ and globally bounded. At the same time, we also modify $h_{2}$ by setting

$$
\hat{h}_{2}(v)(x)=(1-\beta) v(x) \varphi_{1}\left(v^{2}(x)\right)
$$

Clearly, $\hat{h}_{2}$ is globally Lipschitz from $L_{p}^{2}(\Omega)$ to $L_{p}^{2}(\Omega)$ and globally bounded. Denote by $L_{\hat{h}_{2}}$ the Lipschitz constant of $\hat{h}_{2}$. Moreover, $\hat{h}_{2}$ is Gâteaux differentiable. The derivative is denoted by $d \hat{h}_{2}(v)$ which can be represented as

$$
\left[d \hat{h}_{2}(v) l\right](x)=h_{2}^{\prime}(v(x)) l(x), \quad v \in L_{p}^{2}(\Omega), l \in L_{p}^{2}(\Omega)
$$

For $\sigma=\left(\sigma_{1}, \sigma_{2}\right) \in \Sigma$, we consider the following coupled system

$$
\begin{cases}u_{t}=-d A u+\hat{h}_{1}(u, v)+\sigma_{1}(t), & t>0  \tag{4.1}\\ v_{t}=-A v+u+\hat{h}_{2}(v)+\sigma_{2}(t), & t>0 \\ u(0)=u_{0}, v(0)=v_{0}\end{cases}
$$

Clearly, for every $\left(u_{0}, v_{0}\right) \in H,(4.1)$ has a global mild solution $(u, v) \in C([0, \infty) ; H)$. Hence, we can define a NDS $\psi_{t, \sigma}$ by

$$
\tilde{\psi}_{t, \sigma}\left(u_{0}, v_{0}\right)=(u(t), v(t)), \quad t>0, \sigma \in \Sigma,\left(u_{0}, v_{0}\right) \in H
$$

Notice that for every $\sigma \in \Sigma$ and $\left(u_{0}, v_{0}\right) \in E$ satisfying $\left\|\hat{\psi}_{t, \sigma}\left(u_{0}, v_{0}\right)\right\|_{H_{p}^{2} \times H_{p}^{2}} \leq R_{0}$ for $t$ in some interval $\left[t_{0}, \infty\right)$,

$$
\begin{equation*}
\hat{\psi}_{t, \sigma}\left(u_{0}, v_{0}\right)=\tilde{\psi}_{t-t_{0}, \theta_{t_{0}} \sigma}\left(\hat{\psi}_{t_{0}, \sigma}\left(u_{0}, v_{0}\right)\right), \quad t \geq t_{0} \tag{4.2}
\end{equation*}
$$

For $k>0$ and $\lambda_{N}>k$, we define the projection operators from $L_{p}^{2}(\Omega)$ to $L_{p}^{2}(\Omega)$ by the formulas

$$
\begin{aligned}
\mathcal{P}_{N, k} u & =\sum_{\lambda_{j}<\lambda_{N}-k}\left(u, e_{j}\right) e_{j}, \\
\mathcal{R}_{N, k} u & =\sum_{\lambda_{N}-k \leq \lambda_{j} \leq \lambda_{N}+k}\left(u, e_{j}\right) e_{j}, \\
\mathcal{Q}_{N, k} u & =\sum_{\lambda_{j}>\lambda_{N}+k}\left(u, e_{j}\right) e_{j} .
\end{aligned}
$$

The following proposition can be seen from [36, Example 2.38].

Proposition 4.1. There exists $\varrho \in(0,2)$ such that for every $\varepsilon, k>0$ and bounded subset $\mathcal{B}$ of $H_{p}^{2-\varrho}$, there exist infinitely many values of $N \in \mathbb{N}^{+}$satisfying

$$
\begin{equation*}
\lambda_{N+1}-\lambda_{N} \geq 1 \tag{4.3}
\end{equation*}
$$

and for any $v \in \mathcal{B}$,

$$
\begin{equation*}
\left\|\mathcal{R}_{N, k} \circ\left(d \hat{h}_{2}(v)-a(v) I\right) \circ \mathcal{R}_{N, k} l\right\| \leq \varepsilon\|l\|, \quad l \in L_{p}^{2}(\Omega), \tag{4.4}
\end{equation*}
$$

where $a(v)=\frac{1}{|\Omega|} \int_{\Omega} h_{2}^{\prime}(v(x)) \mathrm{d} x$.
As in [22], we introduce a smooth cut-off function $\varphi_{2}$ defined as

$$
\begin{array}{ll}
\varphi_{2}(s)=1, & s \in\left[0, R_{0}^{2}\right] \\
\varphi_{2}(s)=\frac{1}{2}, & s \in\left[4 R_{0}^{2}, \infty\right) \\
\varphi_{2}^{\prime}(s) \leq 0, & s \in[0, \infty) \\
s \varphi_{2}^{\prime}(s)+\rho \varphi_{2}(s) \geq 0, & s \in[0, \infty)
\end{array}
$$

Here, $\rho \in(0,1)$. Clearly, the existence of $\varphi_{2}$ is not standard. The specific example of $\varphi_{2}$ can be seen from [24]. Modify the nonlinearity $\hat{h}_{2}(v)$ by

$$
\begin{equation*}
H_{N}(v)=A P_{N} v-\varphi_{2}\left(\left\|P_{N} v\right\|_{H_{p}^{2}}^{2}\right) A P_{N} v+\hat{h}_{2}(v), \quad v \in L_{p}^{2}(\Omega) \tag{4.5}
\end{equation*}
$$

It is easy to see that $H_{N}$ is globally Lipschitz from $L_{p}^{2}(\Omega)$ to $L_{p}^{2}(\Omega)$. Moreover, $H_{N}$ is Gâteaux differentiable. The Gâteaux derivative is denoted by $d H_{N}(v)$.

For $\sigma=\left(\sigma_{1}, \sigma_{2}\right) \in \Sigma$, we consider the following modified system

$$
\begin{cases}u_{t}=-d A u+\hat{h}_{1}(u, v)+\sigma_{1}(t), & t>0  \tag{4.6}\\ v_{t}=-A v+u+H_{N}(v)+\sigma_{2}(t), & t>0 \\ u(0)=u_{0}, v(0)=v_{0} & \end{cases}
$$

Clearly, we can define a NDS $\bar{\psi}_{t, \sigma}$ generated by mild solutions of (4.6). Moreover, for every $\sigma \in \Sigma$ and $\left(u_{0}, v_{0}\right) \in E$ satisfying $\left\|\tilde{\psi}_{t, \sigma}\left(u_{0}, v_{0}\right)\right\|_{H_{p}^{2} \times H_{p}^{2}} \leq R_{0}$ for $t$ in some interval $\left[t_{0}, \infty\right)$,

$$
\begin{equation*}
\tilde{\psi}_{t, \sigma}\left(u_{0}, v_{0}\right)=\bar{\psi}_{t-t_{0}, \theta_{t_{0}} \sigma}\left(\tilde{\psi}_{t_{0}, \sigma}\left(u_{0}, v_{0}\right)\right), \quad t \geq t_{0} \tag{4.7}
\end{equation*}
$$

For $N \in \mathbb{N}^{+}$and $r>0$, we define a set $D_{N, r}$ by

$$
D_{N, r}=\left\{(u, v) \in D(A) \times H_{p}^{2-\varrho}:\|u\|^{2}+\left\|Q_{N} v\right\|_{H_{p}^{2-\varrho}}^{2} \leq r\right\} .
$$

Lemma 4.1. There exists $R \geq R_{0}$ such that for every $N \in \mathbb{N}^{+}, \bar{\psi}_{t, \sigma}(0, p) \in D_{N, R}$ for all $t \in \mathbb{R}^{+}, \sigma \in \Sigma, p \in X_{N}^{u}$.

Proof. Let $t \in \mathbb{R}^{+}, \sigma=\left(\sigma_{1}, \sigma_{2}\right) \in \Sigma, p \in X_{N}^{u}$. One readily sees that $\bar{\psi}_{t, \sigma}(0, p) \in$ $D(A) \times D(A)$. For simplicity, we write

$$
(u(t ; \sigma,(0, p)), v(t ; \sigma,(0, p)))=\bar{\psi}_{t, \sigma}(0, p) .
$$

Note that

$$
u(t ; \sigma,(0, p))=\int_{0}^{t} e^{-d A(t-s)}\left(\hat{h}_{1}(u(s ; \sigma,(0, p)), v(s ; \sigma,(0, p)))+\sigma_{1}(s)\right) \mathrm{d} s
$$

Then there exists $M_{1}$ such that $\|u(t ; \sigma,(0, p))\| \leq M_{1}$ for all $t \in \mathbb{R}^{+}$. This together with (4.5) implies that

$$
\begin{aligned}
& \left\|Q_{N} v(t ; \sigma,(0, p))\right\|_{H_{p}^{2-\varrho}} \\
\leq & \int_{0}^{t}\left\|A^{1-\frac{\varrho}{2}} e^{-A(t-s)}\left(u(s ; \sigma,(0, p))+Q_{N} H_{N}(v(s ; \sigma,(0, p)))+\sigma_{2}(s)\right)\right\| \mathrm{d} s \\
\leq & M_{2} \int_{0}^{t}\left[(t-s)^{1-\frac{\varrho}{2}}+\lambda_{N+1}^{1-\frac{\varrho}{2}}\right] e^{-\lambda_{N+1}(t-s)}\left(\|u(s)\|+\left\|\hat{h}_{2}(v(s))\right\|+\left\|\sigma_{2}(s)\right\|\right) \mathrm{d} s \\
\leq & M_{3}
\end{aligned}
$$

for all $t \in \mathbb{R}^{+}$. By defining $R=\max \left\{M_{1}+M_{3}, R_{0}\right\}$, we complete the proof.
For $N \in \mathbb{N}^{+}$, let us introduce the following indefinite quadratic form $W_{N}$ : $L_{p}^{2}(\Omega) \rightarrow \mathbb{R}$ by

$$
W_{N}(w)=\left\|Q_{N} w\right\|^{2}-\left\|P_{N} w\right\|^{2}, \quad w \in L_{p}^{2}(\Omega)
$$

We also define a functional $V_{N}: L_{p}^{2}(\Omega) \times D(A) \rightarrow \mathbb{R}$ by

$$
V_{N}(v, l)=\left(-A l+d H_{N}(v) l, Q_{N} l-P_{N} l\right), \quad v \in L_{p}^{2}(\Omega), l \in D(A)
$$

Let $J_{N}(v)=\frac{\lambda_{N+1}}{4}+\frac{\lambda_{N}}{2}$ if $\left\|P_{N} v\right\|_{H_{p}^{2}} \geq 2 R_{0}$ and $J_{N}(v)=\frac{\lambda_{N+1}}{2}+\frac{\lambda_{N}}{2}-L_{\hat{h}_{2}}$ if $\left\|P_{N} v\right\|_{H_{p}^{2}}<2 R_{0}$.
Lemma 4.2. There exists $N_{0} \in \mathbb{N}^{+}$such that

$$
V_{N_{0}}(v, l)+J_{N_{0}}(v) W_{N_{0}}(l) \leq-\frac{\rho}{4}\|l\|^{2}
$$

for every $v \in H_{p}^{2-\varrho}$ with $\left\|Q_{N_{0}} v\right\|_{H_{p}^{2-\varrho}}^{2} \leq R$ and $l \in D(A)$.
Proof. Choose $\varepsilon, k$ such that

$$
\begin{equation*}
(1-\rho) k>L_{\hat{h}_{2}}, \quad \varepsilon+\frac{L_{\hat{h}_{2}}^{2}}{1-\rho}\left(k-\frac{L_{\hat{h}_{2}}}{1-\rho}\right)^{-1}<\frac{\rho}{4} . \tag{4.8}
\end{equation*}
$$

Let $\mathcal{B}$ be a bounded subset satisfying $\|v\|_{H_{p}^{2-e}} \leq 4 R_{0}^{2}+R^{2}$. It follows from Proposition 4.1 that there exists $N_{0} \in \mathbb{N}^{+}$such that

$$
\begin{equation*}
4 L_{\hat{h}_{2}}-\lambda_{N_{0}+1} \leq-\rho \tag{4.9}
\end{equation*}
$$

and (4.3)-(4.4) are satisfied with $N=N_{0}$.
For $v \in L_{p}^{2}(\Omega)$,

$$
\begin{aligned}
d H_{N_{0}}(v) l= & A P_{N_{0}} l-2 \varphi_{2}^{\prime}\left(\left\|P_{N_{0}} v\right\|_{H_{p}^{2}}^{2}\right)\left(A P_{N_{0}} v, A P_{N_{0}} l\right) A P_{N_{0}} v \\
& -\varphi_{2}\left(\left\|P_{N_{0}} v\right\|_{H_{p}^{2}}^{2}\right) A P_{N_{0}} l+d \hat{h}_{2}(v) l,
\end{aligned}
$$

where $l \in L_{p}^{2}(\Omega)$. By virtue of [24, Lemma 3.10], one has that

$$
\begin{aligned}
& V_{N_{0}}(v, l)+\mu W_{N_{0}}(l) \\
\leq & \left((\mu-A) Q_{N_{0}} l, Q_{N_{0}} l\right)-\mu\left\|P_{N_{0}} l\right\|+\left(\hat{h}_{2}(v) l, Q_{N_{0}} l-P_{N_{0}} l\right) \\
& +\varphi_{2}\left(\left\|P_{N_{0}} v\right\|_{H_{p}^{2}}^{2}\right)\left\|A P_{N_{0}} l\right\|\left\|P_{N_{0}} l\right\|,
\end{aligned}
$$

where $\mu=\frac{\lambda_{N_{0}}+\lambda_{N_{0}+1}}{2}$.
If $\left\|P_{N_{0}} v\right\|_{H_{p}^{2}}^{2} \geq 2 R_{0}$, then $\varphi_{2}\left(\left\|P_{N_{0}} v\right\|_{H_{p}^{2}}^{2}\right)=\frac{1}{2}$. We hence have that

$$
V_{N_{0}}(v, l)+\mu W_{N_{0}}(l) \leq-\frac{\lambda_{N_{0}+1}}{2}\left\|P_{N_{0}} l\right\|^{2}+L_{\hat{h}_{2}}\|l\|^{2}
$$

This together with the condition (4.9) implies that

$$
V_{N_{0}}(v, l)+J_{N_{0}}(v) W_{N_{0}}(l) \leq\left(-\frac{\lambda_{N_{0}+1}}{4}+L_{\hat{h}_{2}}\right)\|l\|^{2} \leq-\frac{\rho}{4}\|l\|^{2}
$$

If $\left\|P_{N_{0}} v\right\|_{H_{p}^{2}}<2 R_{0}$, then $\varphi_{2}\left(\left\|P_{N_{0}} v\right\|_{H_{p}^{2}}^{2}\right)=1$. Thus, one has that

$$
\begin{aligned}
& V_{N_{0}}(v, l)+\mu W_{N_{0}}(l) \\
& \leq \rho\left((\mu-A) Q_{N_{0}} l, Q_{N_{0}} l\right)-\mu \rho\left\|P_{N_{0}} l\right\|^{2}+\rho \lambda_{N_{0}}\left\|P_{N_{0}} l\right\|^{2}+\left(d \hat{h}_{2}(v) l, Q_{N_{0}} l-P_{N_{0}} l\right) \\
& \quad+(1-\rho)\left(\left((A-\mu) P_{N_{0}} l, P_{N_{0}} l\right)+\left((\mu-A) Q_{N_{0}} l, Q_{N_{0}} l\right)\right) \\
& \leq-\frac{\rho}{2}\|l\|^{2}+\left(d \hat{h}_{2}(v) l, Q_{N_{0}} l-P_{N_{0}} l\right) \\
&+(1-\rho)\left(\left((A-\mu) P_{N_{0}} l, P_{N_{0}} l\right)+\left((\mu-A) Q_{N_{0}} l, Q_{N_{0}} l\right)\right) .
\end{aligned}
$$

Here, we have used the condition (4.3). Following [36], we can obtain that

$$
\begin{aligned}
& \left((\mu-A) Q_{N_{0}} l, Q_{N_{0}} l\right) \leq-k\left\|\mathcal{Q}_{N_{0}, k} l\right\|^{2} \\
& \left((A-\mu) P_{N_{0}} l, P_{N_{0}} l\right) \leq-k\left\|\mathcal{P}_{N_{0}, k} l\right\|^{2}
\end{aligned}
$$

Since $l=\mathcal{P}_{N_{0}, k} l+\mathcal{R}_{N_{0}, k} l+\mathcal{Q}_{N_{0}, k} l$, one finds that

$$
\begin{aligned}
& \left(d \hat{h}_{2}(v) l, Q_{N_{0}} l-P_{N_{0}} l\right) \\
\leq & \left(\mathcal{R}_{N_{0}, k} \circ d \hat{h}_{2}(v) \circ \mathcal{R}_{N_{0}, k} l, Q_{N_{0}} l-P_{N_{0}} l\right) \\
& +\left(\mathcal{R}_{N_{0}, k} \circ d \hat{h}_{2}(v) \circ\left(\mathcal{P}_{N_{0}, k}+\mathcal{Q}_{N_{0}, k}\right) l, Q_{N_{0}} l-P_{N_{0}} l\right) \\
& +\left(d \hat{h}_{2}(v) l, \mathcal{Q}_{N_{0}, k} l-\mathcal{P}_{N_{0}, k} l\right) .
\end{aligned}
$$

Thanks to $|a(v)| \leq L_{\hat{h}_{2}}$ and (4.4), we get that

$$
\begin{aligned}
& \left(\mathcal{R}_{N_{0}, k} \circ d \hat{h}_{2}(v) \circ \mathcal{R}_{N_{0}, k} l, Q_{N_{0}} l-P_{N_{0}} l\right) \\
\leq & \left(\mathcal{R}_{N_{0}, k} \circ\left(d \hat{h}_{2}(v)-a(v)\right) \circ \mathcal{R}_{N_{0}, k} l, Q_{N_{0}} l-P_{N_{0}} l\right)+|a(v)|\left(\mathcal{R}_{N_{0}, k} l, Q_{N_{0}} l-P_{N_{0}} l\right) \\
\leq & \varepsilon\|l\|^{2}+L_{\hat{h}_{2}}\left(\left\|\mathcal{P}_{N_{0}, k} l\right\|^{2}+\left\|\mathcal{Q}_{N_{0}, k} l\right\|^{2}\right)+L_{\hat{h}_{2}}\left(\left\|Q_{N_{0}} l\right\|^{2}-\left\|P_{N_{0}} l\right\|^{2}\right) .
\end{aligned}
$$

Furthermore, using the Hölder inequality and the Cauchy-Schwarz inequality, one has that

$$
\begin{aligned}
& \left(\mathcal{R}_{N_{0}, k} \circ d \hat{h}_{2}(v) \circ\left(\mathcal{P}_{N_{0}, k}+\mathcal{Q}_{N_{0}, k}\right) l, Q_{N_{0}} l-P_{N_{0}} l\right)+\left(d \hat{h}_{2}(v) l, \mathcal{Q}_{N_{0}, k} l-\mathcal{P}_{N_{0}, k} l\right) \\
\leq & 2 L_{\hat{h}_{2}}\|l\|\left(\left\|\mathcal{P}_{N_{0}, k} l\right\|^{2}+\left\|\mathcal{Q}_{N_{0}, k} l\right\|^{2}\right)^{\frac{1}{2}} \\
\leq & \frac{L_{\hat{h}_{2}}^{2}}{1-\rho}\left(k-\frac{L_{\hat{h}_{2}}}{1-\rho}\right)^{-1}\|l\|^{2}+(1-\rho)\left(k-\frac{L_{\hat{h}_{2}}}{1-\rho}\right)\left(\left\|\mathcal{P}_{N_{0}, k} l\right\|^{2}+\left\|\mathcal{Q}_{N_{0}, k} l\right\|^{2}\right) .
\end{aligned}
$$

We hence conclude, due to condition (4.8), that

$$
V_{N_{0}}(v, l)+J_{N_{0}}(v) W_{N_{0}}(l) \leq\left[-\frac{\rho}{2}+\varepsilon+\frac{L_{\hat{h}_{2}}^{2}}{1-\rho}\left(k-\frac{L_{\hat{h}_{2}}}{1-\rho}\right)^{-1}\right]\|l\|^{2} \leq-\frac{\rho}{4}\|l\|^{2} .
$$

To continue, for $N \in \mathbb{N}^{+}$, let us define

$$
Y_{N}\left(w_{1}, w_{2}\right)=\left\|w_{1}\right\|^{2}+\left\|Q_{N} w_{2}\right\|^{2}-\left\|P_{N} w_{2}\right\|^{2}, \quad\left(w_{1}, w_{2}\right) \in H
$$

For $\sigma \in \Sigma$, we also define

$$
D(\sigma)=\left\{(u, v) \in H: \bar{\psi}_{t, \sigma}(u, v) \in D_{N_{0}, R} \text { for all } t \in \mathbb{R}^{+}\right\}
$$

With the preparation above at hand, we can prove the following
Theorem 4.1. There exist $R \geq R_{0}$ and $N_{0} \in \mathbb{N}^{+}$such that if

$$
\begin{equation*}
d \geq \max \left\{\frac{\rho}{16 \lambda_{1}}+\frac{4 L_{\hat{h}_{1}}^{2}}{\rho \lambda_{1}}+\frac{4}{\rho \lambda_{1}}+\frac{\lambda_{N_{0}}+\lambda_{N_{0}+1}}{2 \lambda_{1}}, d_{0}\right\} \tag{4.10}
\end{equation*}
$$

then for every $\sigma \in \Sigma$ and $\left(u_{0 i}, v_{0 i}\right) \in D(\sigma), i=1,2$, there exists a function $y: \mathbb{R}^{+} \rightarrow\left[\frac{\lambda_{N_{0}+1}}{2}+\lambda_{N_{0}}, \lambda_{N_{0}+1}+\lambda_{N_{0}}\right]$ satisfying

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} Y_{N_{0}}\left(\bar{\psi}_{t, \sigma}\left(u_{01}, v_{01}\right)-\bar{\psi}_{t, \sigma}\left(u_{02}, v_{02}\right)\right)  \tag{4.11}\\
\leq & -y(t) Y_{N_{0}}\left(\bar{\psi}_{t, \sigma}\left(u_{01}, v_{01}\right)-\bar{\psi}_{t, \sigma}\left(u_{02}, v_{02}\right)\right)
\end{align*}
$$

for a.e. $t \in \mathbb{R}^{+}$, where $y \in L^{1}(0, T)$ for every $T>0$.
Proof. Let $\sigma \in \Sigma$ and $\left(u_{0 i}, v_{0 i}\right) \in D(\sigma), i=1,2$. For simplicity, we write

$$
\begin{aligned}
& \left(u\left(t ; \sigma,\left(u_{0 i}, v_{0 i}\right)\right), v\left(t ; \sigma,\left(u_{0 i}, v_{0 i}\right)\right)\right)=\bar{\psi}_{t, \sigma}\left(u_{0 i}, v_{0 i}\right), i=1,2, \\
& w_{1}(t)=u\left(t ; \sigma,\left(u_{01}, v_{01}\right)\right)-u\left(t ; \sigma,\left(u_{02}, v_{02}\right)\right) \\
& w_{2}(t)=v\left(t ; \sigma,\left(u_{01}, v_{01}\right)\right)-v\left(t ; \sigma,\left(u_{02}, v_{02}\right)\right) .
\end{aligned}
$$

It is easy to see that $\left(u\left(t ; \sigma,\left(u_{0 i}, v_{0 i}\right)\right), v\left(t ; \sigma,\left(u_{0 i}, v_{0 i}\right)\right)\right), i=1,2$ are strong solutions. Hence, $Y_{N_{0}}\left(\bar{\psi}_{t, \sigma}\left(u_{01}, v_{01}\right)-\bar{\psi}_{t, \sigma}\left(u_{02}, v_{02}\right)\right)$ is absolutely continuous on any closed subset of $\mathbb{R}^{+}$. Thanks to Lemma 4.2, we conclude that

$$
\begin{aligned}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} Y_{N_{0}}\left(w_{1}, w_{2}\right) \\
= & \left(-d A w_{1}+\hat{h}_{1}\left(\bar{\psi}_{t, \sigma}\left(u_{01}, v_{01}\right)\right)-\hat{h}_{1}\left(\bar{\psi}_{t, \sigma}\left(u_{02}, v_{02}\right)\right), w_{1}\right) \\
& +\left(-A w_{2}+H_{N_{0}}\left(v_{1}\right)+H_{N_{0}}\left(v_{2}\right), Q_{N_{0}} w_{2}-P_{N_{0}} w_{2}\right)+\left(w_{1}, Q_{N_{0}} w_{2}-P_{N_{0}} w_{2}\right) \\
\leq & -d \lambda_{1}\left\|w_{1}\right\|^{2}+\frac{\rho}{8}\left(\left\|w_{1}\right\|^{2}+\left\|w_{2}\right\|^{2}\right)+\frac{2 L_{\hat{h}_{1}}^{2}}{\rho}\left\|w_{1}\right\|^{2} \\
& -\int_{0}^{1} J_{N_{0}}\left(s v\left(t ; \sigma,\left(u_{01}, v_{01}\right)\right)+(1-s) v\left(t ; \sigma,\left(u_{02}, v_{02}\right)\right)\right) \mathrm{d} s W_{N_{0}}\left(w_{2}\right) \\
& -\frac{\rho}{4}\left\|w_{2}\right\|^{2}+\frac{\rho}{8}\left\|w_{2}\right\|^{2}+\frac{2}{\rho}\left\|w_{1}\right\|^{2} .
\end{aligned}
$$

Here, we have used the Hölder inequality and Young inequality. Putting

$$
y(t)=2 \int_{0}^{1} J_{N_{0}}\left(s v\left(t ; \sigma,\left(u_{01}, v_{01}\right)\right)+(1-s) v\left(t ; \sigma,\left(u_{02}, v_{02}\right)\right)\right) \mathrm{d} s
$$

Clearly, $y \in L^{1}(0, T)$ for any $T>0$ and $y(t) \in\left[\frac{\lambda_{N_{0}+1}}{2}+\lambda_{N_{0}}, \lambda_{N_{0}+1}+\lambda_{N_{0}}\right]$ for all $t \in \mathbb{R}^{+}$. Then we obtain that

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} Y_{N_{0}}\left(w_{1}(t), w_{2}(t)\right)+y(t) Y_{N_{0}}\left(w_{1}(t), w_{2}(t)\right) \\
\leq & 2\left(-d \lambda_{1}+\frac{\rho}{16}+\frac{4 L_{\hat{h}_{1}}^{2}}{\rho}+\frac{4}{\rho}+\frac{\lambda_{N_{0}}+\lambda_{N_{0}+1}}{2}\right)\left\|w_{1}(t)\right\|^{2}-\frac{\rho}{8}\left\|w_{2}(t)\right\|^{2} \tag{4.12}
\end{align*}
$$

and the theorem is proved.
Define a cone $K$ by

$$
K=\left\{(u, v) \in H:\|u\|^{2}+\left\|Q_{N_{0}} v\right\|^{2} \leq\left\|P_{N_{0}} v\right\|^{2}\right\} .
$$

In order to show the existence of invariant manifolds of global type for (1.1)(1.2), we will need the following theorem.

Theorem 4.2. Assume the condition of Theorem 4.1. Let $\sigma \in \Sigma$ and $\left(u_{i}, v_{i}\right) \in$ $D(\sigma), i=1,2$. Then the following properties hold.
(i) If $\left(u_{1}, v_{1}\right)-\left(u_{2}, v_{2}\right) \in K$, then $\bar{\psi}_{t, \sigma}\left(u_{1}, v_{1}\right)-\bar{\psi}_{t, \sigma}\left(u_{2}, v_{2}\right) \in K$ for all $t \in \mathbb{R}^{+}$.
(ii) There exist positive constants $M$ and $\nu$ such that if

$$
\begin{equation*}
P_{N_{0}} v\left(r ; \sigma,\left(u_{1}, v_{1}\right)\right)=P_{N_{0}} v\left(r ; \sigma,\left(u_{2}, v_{2}\right)\right) \tag{4.13}
\end{equation*}
$$

for $r>0$, then

$$
\left\|\bar{\psi}_{t, \sigma}\left(u_{1}, v_{1}\right)-\bar{\psi}_{t, \sigma}\left(u_{2}, v_{2}\right)\right\| \leq M\left\|\left(u_{1}, Q_{N_{0}} v_{1}\right)-\left(u_{2}, Q_{N_{0}} v_{2}\right)\right\| e^{-\nu t}
$$

for any $t \in[0, r]$, where $\left(u\left(t ; \sigma,\left(u_{i}, v_{i}\right)\right), v\left(t ; \sigma,\left(u_{i}, v_{i}\right)\right)\right)=\bar{\psi}_{t, \sigma}\left(u_{i}, v_{i}\right), i=1,2$.
Proof. Let $\sigma \in \Sigma$ and $\left(u_{i}, v_{i}\right) \in D(\sigma), i=1,2$. For simplicity, we write

$$
\begin{aligned}
& w_{1}(t)=u\left(t ; \sigma,\left(u_{1}, v_{1}\right)\right)-u\left(t ; \sigma,\left(u_{2}, v_{2}\right)\right) \\
& w_{2}(t)=v\left(t ; \sigma,\left(u_{1}, v_{1}\right)\right)-v\left(t ; \sigma,\left(u_{2}, v_{2}\right)\right)
\end{aligned}
$$

From (4.11), it follows that

$$
\begin{aligned}
& \left\|w_{1}(t)\right\|^{2}+\left\|Q_{N_{0}} w_{2}(t)\right\|^{2}-\left\|P_{N_{0}} w_{2}(t)\right\|^{2} \\
\leq & e^{-\int_{0}^{t} y(s) \mathrm{d} s}\left(\left\|w_{1}(0)\right\|^{2}+\left\|Q_{N_{0}} w_{2}(0)\right\|^{2}-\left\|P_{N_{0}} w_{2}(0)\right\|^{2}\right) .
\end{aligned}
$$

Using the condition $\left(u_{1}, v_{1}\right)-\left(u_{2}, v_{2}\right) \in K$, we get that for all $t \in \mathbb{R}^{+}$,

$$
\left\|w_{1}(t)\right\|^{2}+\left\|Q_{N_{0}} w_{2}(t)\right\|^{2}-\left\|P_{N_{0}} w_{2}(t)\right\|^{2} \leq 0
$$

As a consequence, we obtain the conclusion $(i)$.
Again by using (4.11), it therefore follows that

$$
\begin{aligned}
& \left\|w_{1}(r)\right\|^{2}+\left\|Q_{N_{0}} w_{2}(r)\right\|^{2}-\left\|P_{N_{0}} w_{2}(r)\right\|^{2} \\
\leq & e^{-\int_{t}^{r} y(s) \mathrm{d} s}\left(\left\|w_{1}(t)\right\|^{2}+\left\|Q_{N_{0}} w_{2}(t)\right\|^{2}-\left\|P_{N_{0}} w_{2}(t)\right\|^{2}\right)
\end{aligned}
$$

for all $t \in[0, r]$. We obtain, due to (4.13), that for $t \in[0, r]$,

$$
\begin{equation*}
\left\|w_{1}(t)\right\|^{2}+\left\|Q_{N_{0}} w_{2}(t)\right\|^{2} \geq\left\|P_{N_{0}} w_{2}(t)\right\|^{2} \tag{4.14}
\end{equation*}
$$

It is not difficult to see, using the Hölder inequality and Young inequality, that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|w_{1}\right\|^{2} \leq\left(1+L_{\hat{h}_{1}}\right)\left\|w_{1}\right\|^{2}+L_{\hat{h}_{1}}\left\|w_{2}\right\|^{2} \tag{4.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|w_{2}\right\|^{2} \leq\left(1+L_{H_{N_{0}}}\right)\left\|w_{2}\right\|^{2}+\left\|w_{1}\right\|^{2} \tag{4.16}
\end{equation*}
$$

Let us define

$$
Y_{N_{0}}^{a}\left(w_{1}, w_{2}\right)=a\left\|w_{1}\right\|^{2}+a\left\|w_{2}\right\|^{2}+Y_{N_{0}}\left(w_{1}, w_{2}\right)
$$

Put

$$
a y(t)+a\left(2+L_{\hat{h}_{1}}\right) \leq 2\left(d \lambda_{1}-\frac{\rho}{16}-\frac{4 L_{\hat{h}_{1}}^{2}+4}{\rho}-\frac{\lambda_{N_{0}}+\lambda_{N_{0}+1}}{2}\right)
$$

and

$$
a y(t)+a\left(1+L_{\hat{h}_{1}}+2 L_{H_{N_{0}}}\right) \leq \frac{\rho}{8}
$$

Making use of (4.12), (4.15), (4.16), we obtain that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} Y_{N_{0}}^{a}\left(w_{1}(t), w_{2}(t)\right) \leq-y(t) Y_{N_{0}}^{a}\left(w_{1}(t), w_{2}(t)\right) .
$$

This together with (4.14) implies that

$$
\begin{aligned}
\left\|w_{1}(t)\right\|^{2}+\left\|w_{2}(t)\right\|^{2} & \leq a^{-1} Y_{N_{0}}^{a}\left(w_{1}(t), w_{2}(t)\right) \\
& \leq a^{-1} e^{-\int_{0}^{t} y(s) \mathrm{d} s} Y_{N_{0}}^{a}\left(w_{1}(0), w_{2}(0)\right) \\
& \leq a^{-1}(1+2 a)\left(\left\|w_{1}(0)\right\|^{2}+\left\|Q_{N_{0}} w_{2}(0)\right\|^{2}\right) e^{-\left(\frac{\lambda_{N_{0}+1}}{2}+\lambda_{N_{0}}\right) t}
\end{aligned}
$$

for $t \in[0, r]$. Thus, the theorem is proved.

## 5. Existence of An Invariant Manifold of Global Type

The present section is concerned with the existence of an invariant manifold of global type for (1.1)-(1.2).

We first show the following properties of $\bar{\psi}_{t, \sigma}$.
Lemma 5.1. For every $r>0$, there exists $M_{0}=M_{0}(r)>0$ such that for every $\sigma \in \Sigma$ and $\left(u_{i}, v_{i}\right) \in D(\sigma), i=1,2$ satisfying $\left(u_{1}, v_{1}\right)-\left(u_{2}, v_{2}\right) \in K$,

$$
\begin{equation*}
\left\|P_{N_{0}} v_{1}-P_{N_{0}} v_{2}\right\| \leq M_{0}\left\|P_{N_{0}} v\left(t ; \sigma,\left(u_{1}, v_{1}\right)\right)-P_{N_{0}} v\left(t ; \sigma,\left(u_{2}, v_{2}\right)\right)\right\|, \quad t \in[0, r] \tag{5.1}
\end{equation*}
$$

where $v\left(\cdot ; \sigma,\left(u_{i}, v_{i}\right)\right), i=1,2$ satisfy (4.6) with initial values $\left(u_{i}, v_{i}\right)$.

Proof. Let $\sigma \in \Sigma$ and $\left(u_{i}, v_{i}\right) \in D(\sigma), i=1,2$ satisfy $\left(u_{1}, v_{1}\right)-\left(u_{2}, v_{2}\right) \in K$. For simplicity, we keep here the notations of the proof of Theorem 4.2. From Theorem $4.2(i)$, it follows that $\left(w_{1}(t), w_{2}(t)\right) \in K$ for all $t \in \mathbb{R}^{+}$. We thus conclude that

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|P_{N_{0}} w_{2}\right\|^{2} & \geq-M_{1}\left\|P_{N_{0}} w_{2}\right\|^{2}-2\left\|P_{N_{0}} w_{2}\right\|\left\|w_{1}\right\|-M_{2}\left\|P_{N_{0}} w_{2}\right\|\left\|w_{2}\right\| \\
& \geq-M_{3}\left\|P_{N_{0}} w_{2}\right\|^{2}-M_{4}\left(\left\|w_{1}\right\|^{2}+\left\|Q_{N_{0}} w_{2}\right\|^{2}\right) \\
& \geq-M_{5}\left\|P_{N_{0}} w_{2}\right\|^{2}
\end{aligned}
$$

Then, integrating the above inequality on $[0, r]$ enables us to obtain (5.1).
Lemma 5.2. For every $\sigma \in \Sigma, p \in X_{N_{0}}^{u}, T>0$, the set

$$
\left\{\left.P_{N_{0}} v\left(\cdot ; \sigma,\left(u_{0}, p+q\right)\right)\right|_{[0, T]}:\left(u_{0}, q\right) \in Q_{N_{0}} D_{N_{0}, R}\right\}
$$

is relatively compactly in $C\left([0, T] ; X_{N_{0}}^{u}\right)$, where $v\left(\cdot ; \sigma,\left(u_{0}, p+q\right)\right)$ satisfies (4.6) with initial value $\left(u_{0}, p+q\right)$.
Proof. Let $\sigma \in \Sigma, p \in X_{N_{0}}^{u}, T>0$. Clearly, for $\left(u_{0}, q\right) \in Q_{N_{0}} D_{N_{0}, R}$,

$$
\left(u\left(t ; \sigma,\left(u_{0}, p+q\right)\right), v\left(t ; \sigma,\left(u_{0}, p+q\right)\right)\right) \in D(A) \times D(A), \quad t \in[0, T]
$$

By the Gronwall inequality, we get that the set $\left\{\left.\bar{\psi}_{\cdot, \sigma}\left(u_{0}, p+q\right)\right|_{[0, T]}:\left(u_{0}, q\right) \in\right.$ $\left.Q_{N_{0}} D_{N_{0}, R}\right\}$ is bounded in $C([0, T] ; H)$. Then for every $t \in[0, T]$, the set

$$
\left\{P_{N_{0}} v\left(t ; \sigma,\left(u_{0}, p+q\right)\right):\left(u_{0}, q\right) \in Q_{N_{0}} D_{N_{0}, R}\right\}
$$

is bounded in $X_{N_{0}}^{u}$. Moreover, for every $\left(u_{0}, q\right) \in Q_{N_{0}} D_{N_{0}, R}$ and $t \in[0, T-l]$ with $l \in[0, T]$,

$$
\begin{aligned}
& \left\|P_{N_{0}} v\left(t+l ; \sigma,\left(u_{0}, p+q\right)\right)-P_{N_{0}} v\left(t ; \sigma,\left(u_{0}, p+q\right)\right)\right\| \\
\leq & \int_{t}^{t+l} \|-A P_{N_{0}} v(s)+u(s)+H_{N_{0}}\left(v(s)\|\mathrm{d} s+l\| h \|_{L^{\infty}\left(\mathbb{R} ; L_{p}^{2}(\Omega)\right)}\right.
\end{aligned}
$$

which implies that the set $\left\{\left.P_{N_{0}} v\left(\cdot ; \sigma,\left(u_{0}, p+q\right)\right)\right|_{[0, T]}:\left(u_{0}, q\right) \in Q_{N_{0}} D_{N_{0}, R}\right\}$ is equicontinuous on $[0, T]$. Thanks to Ascoli-Arzelà theorem, we obtain the conclusion of the lemma.

We next prove the following
Theorem 5.1. There exist $R>0, N_{0} \in \mathbb{N}^{+}$such that for every d satisfying (4.10), there exists a map $\Phi(\sigma, \cdot): X_{N_{0}}^{u} \rightarrow L_{p}^{2}(\Omega) \times X_{N_{0}}^{s}, \sigma \in \Sigma$ such that
(i) for $p_{1}, p_{2} \in X_{N_{0}}^{u}$,

$$
\left\|\Phi\left(\sigma, p_{1}\right)-\Phi\left(\sigma, p_{2}\right)\right\| \leq\left\|p_{1}-p_{2}\right\|
$$

(ii) $\mathscr{M}=\{\mathscr{M}(\sigma)\}_{\sigma \in \Sigma}$ with $\mathscr{M}(\sigma)=\operatorname{graph} \Phi(\sigma, \cdot)$ is locally forward invariant under the NDS $\psi_{t, \sigma}$, i.e., for every $\sigma \in \Sigma$ and $z_{0} \in \mathscr{M}(\sigma)$ satisfying $\psi_{t, \sigma} z_{0} \in$ $\mathscr{B}_{1}$ for $t \in[0, \varepsilon)$, one has $\psi_{t, \sigma} z_{0} \in \mathscr{M}\left(\theta_{t} \sigma\right)$ for any $t \in(0, \varepsilon)$;
(iii) $\mathscr{M}(\sigma) \subset D_{N_{0}, R}$ for all $\sigma \in \Sigma$.

Proof. Let $r>0, \sigma \in \Sigma$ and

$$
\mathscr{M}_{r}(\sigma)=\left(u\left(r ; \theta_{-r} \sigma,\left(0, X_{N_{0}}^{u}\right)\right), v\left(r ; \theta_{-r} \sigma,\left(0, X_{N_{0}}^{u}\right)\right)\right)
$$

From Lemma 4.1, it follows that

$$
\begin{equation*}
\mathscr{M}_{r}(\sigma) \subset D_{N_{0}, R} . \tag{5.2}
\end{equation*}
$$

Define a map $G_{r}(\sigma, \cdot): X_{N_{0}}^{u} \rightarrow X_{N_{0}}^{u}$ by

$$
G_{r}(\sigma, p)=P_{N_{0}} v\left(r ; \theta_{-r} \sigma,(0, p)\right), \quad p \in X_{N_{0}}^{u} .
$$

It is easy to see that $G_{r}(\sigma, \cdot)$ is continuous. We shall prove that $G_{r}(\sigma, \cdot)$ is injective. In fact, let $p_{1}, p_{2} \in X_{N_{0}}^{u}$ and $p_{1} \neq p_{2}$. Then we obtain that, due to Lemma 4.1, $\bar{\psi}_{r, \theta_{-r} \sigma}\left(0, p_{i}\right) \in D_{N_{0}, R}, i=1,2$. Note that $\left(0, p_{1}\right)-\left(0, p_{2}\right) \in K$. By Lemma 5.1, one has that

$$
\left\|p_{1}-p_{2}\right\| \leq M_{0}\left\|G_{r}\left(\sigma, p_{1}\right)-G_{r}\left(\sigma, p_{2}\right)\right\|
$$

which implies that $G_{r}(\sigma, \cdot)$ is injective. Following a similar proof as in [22, Theorem 7.3], we can obtain that $G_{r}(\sigma, \cdot)$ is surjective. Hence, $G_{r}(\sigma, \cdot)$ is a homeomorphism on $X_{N_{0}}^{u}$.

For $p \in X_{N_{0}}^{u}$, define $\Phi_{r}(\sigma, p)=\left(\Phi_{r}^{1}(\sigma, p), \Phi_{r}^{2}(\sigma, p)\right)$, where

$$
\begin{aligned}
& \Phi_{r}^{1}(\sigma, p)=u\left(r ; \theta_{-r} \sigma,\left(0, G_{r}(\sigma, \cdot)^{-1}(p)\right)\right) \\
& \Phi_{r}^{2}(\sigma, p)=Q_{N_{0}} v\left(r ; \theta_{-r} \sigma,\left(0, G_{r}(\sigma, \cdot)^{-1}(p)\right)\right)
\end{aligned}
$$

We next claim that

$$
\begin{equation*}
\mathscr{M}_{r}(\sigma)=\operatorname{graph}\left(\Phi_{r}(\sigma, \cdot)\right) . \tag{5.3}
\end{equation*}
$$

In fact, if $\left(u_{0}, v_{0}\right) \in \operatorname{graph}\left(\Phi_{r}(\sigma, \cdot)\right)$, then

$$
\begin{aligned}
& \left(u_{0}, v_{0}\right) \\
= & \left(\Phi_{r}^{1}\left(\sigma, P_{N_{0}} v_{0}\right), P_{N_{0}} v_{0}+\Phi_{r}^{2}\left(\sigma, P_{N_{0}} v_{0}\right)\right) \\
= & \left(u\left(r ; \theta_{-r} \sigma,\left(0, G_{r}(\sigma, \cdot)^{-1}\left(P_{N_{0}} v_{0}\right)\right)\right), v\left(r ; \theta_{-r} \sigma,\left(0, G_{r}(\sigma, \cdot)^{-1}\left(P_{N_{0}} v_{0}\right)\right)\right)\right) \\
\in & \mathscr{M}_{r}(\sigma)
\end{aligned}
$$

Here, we have used the fact $P_{N_{0}} v_{0}=G_{r}(\sigma, \cdot)\left[G_{r}(\sigma, \cdot)^{-1}\left(P_{N_{0}} v_{0}\right)\right]$. If $\left(u_{0}, v_{0}\right) \in$ $\mathscr{M}_{r}(\sigma)$, then there exists $p_{0} \in X_{N_{0}}^{u}$ such that

$$
\left(u_{0}, v_{0}\right)=\left(u\left(r ; \theta_{-r} \sigma,\left(0, p_{0}\right)\right), v\left(r ; \theta_{-r} \sigma,\left(0, p_{0}\right)\right)\right)
$$

This implies that $P_{N_{0}} v_{0}=P_{N_{0}} v\left(r ; \theta_{-r} \sigma,\left(0, p_{0}\right)\right)=G_{r}\left(\sigma, p_{0}\right)$. Hence,

$$
u_{0}=\Phi_{r}^{1}\left(\sigma, P_{N_{0}} v_{0}\right), \quad Q_{N_{0}} v_{0}=\Phi_{r}^{2}\left(\sigma, P_{N_{0}} v_{0}\right)
$$

i.e., $\left(u_{0}, v_{0}\right) \in \operatorname{graph}\left(\Phi_{r}(\sigma, \cdot)\right)$. Conversely, if $p_{1}, p_{2} \in X_{N_{0}}^{u}$ and $p_{1} \neq p_{2}$, then $\left(0, G_{r}(\sigma, \cdot)^{-1}\left(p_{1}\right)\right)-\left(0, G_{r}(\sigma, \cdot)^{-1}\left(p_{2}\right)\right) \in K$ and

$$
\bar{\psi}_{r, \theta_{-r} \sigma}\left(0, G_{r}(\sigma, \cdot)^{-1}\left(p_{i}\right)\right) \in D_{N_{0}, R}, \quad i=1,2
$$

Using Theorem 4.2(i), we obtain that

$$
\bar{\psi}_{r, \theta_{-r} \sigma}\left(0, G_{r}(\sigma, \cdot)^{-1}\left(p_{1}\right)\right)-\bar{\psi}_{r, \theta_{-r} \sigma}\left(0, G_{r}(\sigma, \cdot)^{-1}\left(p_{2}\right)\right) \in K
$$

Then one has that

$$
\begin{equation*}
\left\|\Phi_{r}\left(\sigma, p_{1}\right)-\Phi_{r}\left(\sigma, p_{2}\right)\right\| \leq\left\|p_{1}-p_{2}\right\| \tag{5.4}
\end{equation*}
$$

On the other hand, from (5.3), it follows that

$$
\begin{equation*}
\left(\Phi_{r}^{1}(\sigma, p), \Phi_{r}^{2}(\sigma, p)\right) \in Q_{N_{0}} D_{N_{0}, R} . \tag{5.5}
\end{equation*}
$$

Let $r_{1}>r_{2}>0$ and $p \in X_{N_{0}}^{u}$. Note that

$$
\begin{align*}
& P_{N_{0}} v\left(r_{1} ; \theta_{-r_{1}} \sigma,\left(0, G_{r_{1}}(\sigma, \cdot)^{-1}(p)\right)\right)=P_{N_{0}} v\left(r_{2} ; \theta_{-r_{2}} \sigma,\left(0, G_{r_{2}}(\sigma, \cdot)^{-1}(p)\right)\right), \\
& \bar{\psi}_{t, \theta_{-r_{i}}} \sigma\left(0, G_{r_{i}}(\sigma, \cdot)^{-1}(p)\right) \in D_{N_{0}, R}, \quad t \in \mathbb{R}^{+}, i=1,2 \tag{5.6}
\end{align*}
$$

Thanks to the cocycle property of $\bar{\psi}_{t, \sigma}$, we have that

$$
\begin{equation*}
\bar{\psi}_{r_{1}, \theta_{-r_{1}} \sigma}\left(0, G_{r_{1}}(\sigma, \cdot)^{-1}(p)\right)=\bar{\psi}_{r_{2}, \theta_{-r_{2}} \sigma}\left(\bar{\psi}_{r_{1}-r_{2}, \theta_{-r_{1}} \sigma}\left(0, G_{r_{1}}(\sigma, \cdot)^{-1}(p)\right)\right) \tag{5.7}
\end{equation*}
$$

This together with (5.6) implies that

$$
\begin{aligned}
& P_{N_{0}} v\left(r_{2} ; \theta_{-r_{2}} \sigma,\left(0, G_{r_{2}}(\sigma, \cdot)^{-1}(p)\right)\right) \\
= & P_{N_{0}} v\left(r_{2} ; \theta_{-r_{2}} \sigma, \bar{\psi}_{r_{1}-r_{2}, \theta_{-r_{1}} \sigma}\left(0, G_{r_{1}}(\sigma, \cdot)^{-1}(p)\right)\right) .
\end{aligned}
$$

By Theorem $4.2(i i)$ and (5.7), one has that

$$
\begin{align*}
& \left\|\Phi_{r_{1}}(\sigma, p)-\Phi_{r_{2}}(\sigma, p)\right\| \\
= & \left\|\bar{\psi}_{r_{1}, \theta_{-r_{1}}}\left(0, G_{r_{1}}(\sigma, \cdot)^{-1}(p)\right)-\bar{\psi}_{r_{2}, \theta_{-r_{2}} \sigma}\left(0, G_{r_{2}}(\sigma, \cdot)^{-1}(p)\right)\right\|  \tag{5.8}\\
\leq & M_{6} e^{-\nu r_{2}}
\end{align*}
$$

This implies that $\Phi_{r}(\sigma, p)$ satisfies a Cauchy condition as $r \rightarrow \infty$.
Let

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \Phi_{r}^{1}(\sigma, p)=\Phi^{1}(\sigma, p), \quad \lim _{r \rightarrow \infty} \Phi_{r}^{2}(\sigma, p)=\Phi^{2}(\sigma, p) \tag{5.9}
\end{equation*}
$$

This together with (5.4) yields conclusion (i).
We write $\mathscr{M}(\sigma)=\operatorname{graph} \Phi(\sigma, \cdot)$. Let $p \in X_{N_{0}}^{u}$. For $r>0$, define

$$
\begin{aligned}
& \psi_{r}(t, \sigma)=\bar{\psi}_{t+r, \theta_{-r} \sigma}\left(0, G_{r}(\sigma, \cdot)^{-1}(p)\right) \\
& \hat{\psi}_{r}(t, \sigma)=\left(u\left(t+r ; \theta_{-r} \sigma,\left(0, G_{r}(\sigma, \cdot)^{-1}(p)\right)\right), Q_{N_{0}} v\left(t+r ; \theta_{-r} \sigma,\left(0, G_{r}(\sigma, \cdot)^{-1}(p)\right)\right)\right) \\
& \tilde{\psi}_{r}(t, \sigma)=P_{N_{0}} v\left(t+r ; \theta_{-r} \sigma,\left(0, G_{r}(\sigma, \cdot)^{-1}(p)\right)\right), \quad t \geq-r, \sigma \in \Sigma
\end{aligned}
$$

By the cocycle property of $\bar{\psi}_{t, \sigma}$, we get that

$$
\begin{aligned}
\tilde{\psi}_{r}(t, \sigma) & =P_{N_{0}} v\left(t ; \sigma,\left(u\left(r ; \theta_{-r} \sigma,\left(0, G_{r}(\sigma, \cdot)^{-1}(p)\right)\right), v\left(r ; \theta_{-r} \sigma,\left(0, G_{r}(\sigma, \cdot)^{-1}(p)\right)\right)\right)\right) \\
& =P_{N_{0}} v\left(t ; \sigma,\left(\Phi_{r}^{1}(\sigma, p), p+\Phi_{r}^{2}(\sigma, p)\right)\right)
\end{aligned}
$$

This together with Lemma 5.2 and (5.5) yields that the set $\left\{\left.\tilde{\psi}_{r}(\cdot, \sigma)\right|_{[0, T]}: r>0\right\}$ is relatively compact in $C\left([0, T] ; X_{N_{0}}^{u}\right)$. Hence, there exists a sequence $r_{n}$ such that $r_{n} \rightarrow \infty$ and $\left\{\tilde{\psi}_{r_{n}}(\cdot, \sigma)\right\}_{n}$ converges uniformly on any compact subset of $\mathbb{R}^{+}$. We then define a function on $X_{N_{0}}^{u}$ by

$$
\begin{equation*}
\tilde{\psi}(t, \sigma)=\lim _{n \rightarrow \infty} \tilde{\psi}_{r_{n}}(t, \sigma) \tag{5.10}
\end{equation*}
$$

From (5.4) and (5.8), it follows that for $t \geq-d_{n}$ and $r_{k} \geq r_{n}$,

$$
\begin{aligned}
& \left\|\hat{\psi}_{r_{k}}(t, \sigma)-\hat{\psi}_{r_{n}}(t, \sigma)\right\| \\
\leq & \left\|\Phi_{t+r_{k}}\left(\theta_{t} \sigma, \tilde{\psi}_{r_{k}}(t, \sigma)\right)-\Phi_{t+r_{n}}\left(\theta_{t} \sigma, \tilde{\psi}_{r_{k}}(t, \sigma)\right)\right\| \\
& +\left\|\Phi_{t+r_{n}}\left(\theta_{t} \sigma, \tilde{\psi}_{r_{k}}(t, \sigma)\right)-\Phi_{t+r_{n}}\left(\theta_{t} \sigma, \tilde{\psi}_{r_{n}}(t, \sigma)\right)\right\| \\
\leq & M_{7} e^{-\nu\left(r_{n}+t\right)}+\left\|\tilde{\psi}_{r_{k}}(t, \sigma)-\tilde{\psi}_{r_{n}}(t, \sigma)\right\|,
\end{aligned}
$$

which implies that $\left\{\hat{\psi}_{r_{n}}(\cdot, \sigma)\right\}_{n}$ converges uniformly on any compact subset of $\mathbb{R}^{+}$. We hence conclude that $\left\{\psi_{r_{n}}(\cdot, \sigma)\right\}_{n}$ converges uniformly on any compact subset of $\mathbb{R}^{+}$. Let

$$
\left(\psi_{u}(t, \sigma), \psi_{v}(t, \sigma)\right)=\lim _{n \rightarrow \infty} \psi_{r_{n}}(t, \sigma)
$$

Note that $\tilde{\psi}(t, \sigma)=P_{N_{0}} \psi_{v}(t, \sigma)$. For $t \geq-r_{n}$, using (5.4) again, we can obtain that

$$
\begin{aligned}
& \left\|\Phi_{t+r_{n}}\left(\theta_{t} \sigma, \tilde{\psi}_{r_{n}}(t, \sigma)\right)-\Phi\left(\theta_{t} \sigma, \tilde{\psi}(t, \sigma)\right)\right\| \\
\leq & \left\|\tilde{\psi}_{r_{n}}(t, \sigma)-\tilde{\psi}(t, \sigma)\right\|+\left\|\Phi_{t+r_{n}}\left(\theta_{t} \sigma, \tilde{\psi}(t, \sigma)\right)-\Phi\left(\theta_{t} \sigma, \tilde{\psi}(t, \sigma)\right)\right\| .
\end{aligned}
$$

This together with (5.9) and (5.10) yields that

$$
\Phi_{t+r_{n}}\left(\theta_{t} \sigma, \tilde{\psi}_{r_{n}}(t, \sigma)\right) \rightarrow \Phi\left(\theta_{t} \sigma, \tilde{\psi}(t, \sigma)\right)
$$

as $n \rightarrow \infty$ for any $t \in \mathbb{R}^{+}$. By the uniqueness of limit, one has that

$$
\left(\psi_{u}(t, \sigma), Q_{N_{0}} \psi_{v}(t, \sigma)\right)=\Phi\left(\theta_{t} \sigma, P_{N_{0}} \psi_{v}(t, \sigma)\right)
$$

Hence, $\left(\psi_{u}(t, \sigma), \psi_{v}(t, \sigma)\right) \in \mathscr{M}\left(\theta_{t} \sigma\right)$.
On the other hand, fix $n \in \mathbb{N}^{+}$. Using the cocycle property of $\bar{\psi}_{t, \sigma}$, we have that

$$
\begin{aligned}
\psi_{r_{n}}(t, \sigma) & =\bar{\psi}_{t, \sigma} \psi_{r_{n}}(0, \sigma) \\
& =\bar{\psi}_{t, \sigma}\left(\Phi_{r_{n}}^{1}(\sigma, p), p+\Phi_{r_{n}}^{2}(\sigma, p)\right)
\end{aligned}
$$

Then we obtain that

$$
\left(\psi_{u}(t, \sigma), \psi_{v}(t, \sigma)\right)=\bar{\psi}_{t, \sigma}\left(\Phi^{1}(\sigma, p), p+\Phi^{2}(\sigma, p)\right)
$$

which implies that $\bar{\psi}_{t, \sigma}(\mathscr{M}(\sigma)) \subset \mathscr{M}\left(\theta_{t} \sigma\right)$.
Let $\sigma \in \Sigma$ and $z_{0} \in \mathscr{M}(\sigma)$ satisfy $\psi_{t, \sigma} z_{0} \in \mathscr{B}_{1}$ for $t \in[0, \varepsilon)$. Using (2.3), (4.2) and (4.7), one has $\psi_{t, \sigma} z_{0}=\bar{\psi}_{t, \sigma} z_{0}$ for $t \in[0, \varepsilon)$. Hence, conclusion (ii) holds. Thanks to (5.2) and (5.3), we obtain conclusion (iii).

The following lemma is considered as another important property of $\bar{\psi}_{t, \sigma}$.
Lemma 5.3. For every $\sigma \in \Sigma$ and $\left(u_{1}, v_{1}\right) \in D(\sigma)$, there exists $\left(u_{2}, v_{2}\right) \in \mathscr{M}(\sigma)$ such that for all $t \in \mathbb{R}^{+}$,

$$
\left\|\bar{\psi}_{t, \sigma}\left(u_{1}, v_{1}\right)-\bar{\psi}_{t, \sigma}\left(u_{2}, v_{2}\right)\right\| \leq M_{8} e^{-\nu t}
$$

Proof. Let $\sigma \in \Sigma,\left(u_{1}, v_{1}\right) \in D(\sigma)$ and $t_{n}$ be a monotonically increasing sequence satisfying $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$. We claim that following problem

$$
\begin{equation*}
P_{N_{0}} v\left(t_{n} ; \sigma,\left(\Phi^{1}(\sigma, p), p+\Phi^{2}(\sigma, p)\right)\right)=P_{N_{0}} v\left(t_{n} ; \sigma,\left(u_{1}, v_{1}\right)\right), \quad p \in X_{N_{0}}^{u} \tag{5.11}
\end{equation*}
$$

has a unique solution in $X_{N_{0}}^{u}$. To illustrate this, we define a map $F: X_{N_{0}}^{u} \rightarrow X_{N_{0}}^{u}$ by

$$
F(p)=P_{N_{0}} v\left(t_{n} ; \sigma,\left(\Phi^{1}(\sigma, p), p+\Phi^{2}(\sigma, p)\right)\right)
$$

Clearly, $F$ is continuous. Let $p_{1}, p_{2} \in X_{N_{0}}^{u}$ and $p_{1} \neq p_{2}$. From Theorem 5.1(i),(iii), it follows that

$$
\begin{aligned}
& \left(\Phi^{1}\left(\sigma, p_{i}\right), p_{i}+\Phi^{2}\left(\sigma, p_{i}\right)\right) \in D_{N_{0}, R}, \quad i=1,2 \\
& \left(\Phi^{1}\left(\sigma, p_{1}\right), p_{1}+\Phi^{2}\left(\sigma, p_{1}\right)\right)-\left(\Phi^{1}\left(\sigma, p_{2}\right), p_{2}+\Phi^{2}\left(\sigma, p_{2}\right)\right) \in K
\end{aligned}
$$

Using Lemma 5.1, we obtain that

$$
\left\|p_{1}-p_{2}\right\| \leq M_{0}\left\|F\left(p_{1}\right)-F\left(p_{2}\right)\right\|,
$$

which implies that $F$ is injective. Following a similar proof as in [22, Theorem 7.3], we get that $F$ is surjective. Thus, $F$ is a homeomorphism on $X_{N_{0}}^{u}$. Hence, (5.11) has a unique solution $p_{n}=F^{-1}\left(P_{N_{0}} v\left(t_{n} ; \sigma,\left(u_{1}, v_{1}\right)\right)\right)$.

Thanks to (5.11) and Theorem $4.2(i i)$, there exists $M_{9}$ such that

$$
\begin{aligned}
& \left\|\bar{\psi}_{t, \sigma}\left(\Phi^{1}\left(\sigma, p_{n}\right), p_{n}+\Phi^{2}\left(\sigma, p_{n}\right)\right)-\bar{\psi}_{t, \sigma}\left(u_{1}, v_{1}\right)\right\| \\
\leq & M\left\|\left(\Phi^{1}\left(\sigma, p_{n}\right), \Phi^{2}\left(\sigma, p_{n}\right)\right)-\left(u_{1}, Q_{N_{0}} v_{1}\right)\right\| e^{-\nu t_{n}} \\
\leq & M_{9} e^{-\nu t_{n}}
\end{aligned}
$$

for all $t \in\left[0, t_{n}\right]$. In particular, for $t=0$, one has that

$$
\left\|\left(\Phi^{1}\left(\sigma, p_{n}\right), p_{n}+\Phi^{2}\left(\sigma, p_{n}\right)\right)-\left(u_{1}, v_{1}\right)\right\| \leq M_{9} \| e^{-\nu t_{n}}
$$

We hence obtain that $p_{n}$ is bounded. Then there is a convergent subsequence of $p_{n}$, denoted again by $p_{n}$, such that $p_{n} \rightarrow \tilde{p}$ as $n \rightarrow \infty$. Therefore,

$$
\left\|\bar{\psi}_{t, \sigma}\left(\Phi^{1}(\sigma, \tilde{p}), \tilde{p}+\Phi^{2}(\sigma, \tilde{p})\right)-\bar{\psi}_{t, \sigma}\left(u_{1}, v_{1}\right)\right\| \leq M_{9} e^{-\nu t_{n}}
$$

By putting $\left(u_{2}, v_{2}\right)=\left(\Phi^{1}(\sigma, \tilde{p}), \tilde{p}+\Phi^{2}(\sigma, \tilde{p})\right) \in \mathscr{M}(\sigma)$, we complete the proof.
Thanks to Lemma 5.3 , we obtain that $\mathscr{M}$ is pullback exponentially attracting for NDS $\psi_{t, \sigma}$. More precisely, we have the following theorem.
Theorem 5.2. There exists $M_{10}$ such that for every bounded subset $\mathcal{B}$ of $E$, there is $t_{0}=t_{0}(\mathcal{B})>0$ satisfying

$$
\operatorname{dist}_{H}\left(\psi_{t, \theta_{-t} \sigma} \mathcal{B}, \mathscr{M}(\sigma)\right) \leq M_{10} e^{-\nu\left(t-t_{0}\right)}, \quad t \geq t_{0}
$$

Proof. Let $\mathcal{B}$ be bounded subset of $E$. From Theorem 3.1, it follows that there is $t_{0}=t_{0}(\mathcal{B})>0$ such that for any $\sigma \in \Sigma,\left(u_{0}, v_{0}\right) \in \mathcal{B}, t \geq t_{0}$,

$$
\left\|\psi_{t, \sigma}\left(u_{0}, v_{0}\right)\right\|_{H_{p}^{2} \times H_{p}^{2}} \leq R_{0}
$$

This implies that $\psi_{t, \sigma}\left(u_{0}, v_{0}\right) \in D_{N_{0}, R}$. Applying Lemma 5.3, we obtain that there exists $(u, v) \in \mathscr{M}\left(\theta_{t_{0}} \sigma\right)$ such that for all $t \geq t_{0}$,

$$
\begin{equation*}
\left\|\bar{\psi}_{t-t_{0}, \theta_{t_{0}} \sigma} \psi_{t, \sigma}\left(u_{0}, v_{0}\right)-\bar{\psi}_{t-t_{0}, \theta_{t_{0}} \sigma}(u, v)\right\| \leq M_{8} e^{-\nu\left(t-t_{0}\right)} \tag{5.12}
\end{equation*}
$$

On the other hand, we note that

$$
\begin{aligned}
\psi_{t, \sigma}\left(u_{0}, v_{0}\right) & =\psi_{t-t_{0}, \theta_{t_{0}} \sigma} \psi_{t_{0}, \sigma}\left(u_{0}, v_{0}\right) \\
& =\bar{\psi}_{t-t_{0}, \theta_{t_{0}} \sigma} \psi_{t_{0}, \sigma}\left(u_{0}, v_{0}\right)
\end{aligned}
$$

This together with (5.12) yields that

$$
\operatorname{dist}_{H}\left(\psi_{t, \sigma} \mathcal{B}, \mathscr{M}\left(\theta_{t} \sigma\right)\right) \leq M_{10} e^{-\nu\left(t-t_{0}\right)}, \quad t \geq t_{0}
$$

Replacing $\sigma$ by $\theta_{t} \sigma$, we complete the proof of the theorem.
In the remainder of this paper, we assume that $f, g \in W^{1, \infty}\left(\mathbb{R} ; H_{p}^{s}\right), s>0$. From [5, Theorem V 1.1], it follows that $\Sigma$ is compact.

With the help of Corollary 3.1 and Theorem 5.2 , one can prove the following theorem.

Theorem 5.3. $\mathcal{K}_{\sigma}(0) \subset \mathscr{M}(\sigma)$ for all $\sigma \in \Sigma$ and hence $\mathcal{A}_{\Sigma} \subset \bigcup_{\sigma \in \Sigma} \mathscr{M}(\sigma)$.
Proof. From [5, Proposition 5.1], it follows that there exists the semiflow $\{S(t), t \geq$ $0\}$ acting in the extended phase space $H \times \Sigma$ that corresponds to the family of processes $\left\{U_{\sigma}(t, \tau)\right\}, \sigma \in \Sigma$. More precisely,

$$
S(t)\left(\left(u_{0}, v_{0}\right), \sigma\right)=\left(\psi_{t, \sigma}\left(u_{0}, v_{0}\right), \theta_{t} \sigma\right), \quad t \in \mathbb{R}^{+},\left(\left(u_{0}, v_{0}\right), \sigma\right) \in H \times \Sigma
$$

Noticing Corollary 3.1, an application of [5, IV Theorem 5.1] yields that the semiflow $S(t)$ possesses a global attractor $\mathcal{A}$ satisfying

$$
\mathcal{A}=\bigcup_{\sigma \in \Sigma} \mathcal{K}_{\sigma}(0) \times\{\sigma\}
$$

Thanks to Theorems 3.2 and 5.2, an argument similar to that in [35, Theorem 4.4] yields that for $\sigma \in \Sigma$ and $\left(u_{0}, v_{0}\right) \in \mathcal{K}_{\sigma}(0)$,

$$
\operatorname{dist}_{H \times \Sigma}\left((S(t) \mathcal{A}, \mathcal{M}) \leq M_{10} e^{-\nu\left(t-t_{0}\right)}, \quad t \geq t_{0}\right.
$$

where

$$
\mathcal{M}=\bigcup_{\sigma \in \Sigma} \mathscr{M}(\sigma) \times\{\sigma\}
$$

Hence, $\operatorname{dist}_{H \times \Sigma}((S(t) \mathcal{A}, \mathcal{M}) \rightarrow 0$ as $t \rightarrow \infty$. Moreover, it is easy to see that $\mathcal{M}$ is closed $H \times \Sigma$. From [22, Lemma 8.1], it follows that $\mathcal{A} \subset \mathcal{M}$. This implies that $\mathcal{K}_{\sigma}(0) \subset \mathscr{M}(\sigma)$ for all $\sigma \in \Sigma$. Hence, $\mathcal{A}_{\Sigma} \subset \bigcup_{\sigma \in \Sigma} \mathscr{M}(\sigma)$.
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