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Abstract This paper addresses a Hilfer fractional backward evolution model.
We first develop the dual theory of resolvent. Then, we motivate the transfor-
mation technique and the resolvent method to formulate a suitable concept of
mild solutions to this model. In addition, with the help of the dual properties of
resolvent, we employ the variational technique to treat the partial-approximate
controllability problem of the system. We end up analyzing a Hilfer fractional
diffusion backward control system by using our theoretical results.
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1. Introduction
Fractional differential abstract models have stirred a surge of research interest due
to their broad applicability in formulating many physical practical problems. Many
papers (see [2, 12,14,26–28,32]) have been devoted to the systems.

Authors in [11] and [25] demonstrated that Riemann-Liouville type fractional
equations are more appropriate to model some practical applications in materials
with memory features than Caputo type. Moreover, Hilfer type systems, the ex-
tension of Riemann-Liouville type, play a central role in the theoretical simulation
of dielectric relaxation in glass forming materials [13]. We thereby need focus on
Hilfer type systems.

Backward abstract systems are of great importance in different fields like signals,
control theory, optical tomography, etc (see [6]). They have been treated by some
researchers relying on the semigroup method. For example, a backward stochastic
evolution model was analyzed in [10]. A Caputo fractional backward abstract system
was examined in [21]. However, the literature about Hilfer type fractional backward
evolution equations is scarce, in spite of their practical importance. Thus, the paper
aims at linking this gap.
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To treat fractional abstract models, the key step is to formulate the expression
of solutions. [34,35] pointed out that the resolvent method introduced by [8,9] is an
efficient and convenient approach in addressing these systems. Hence, we proceed
to motivate the resolvent technique to investigate Hilfer type fractional backward
evolution equations.

On the other hand, much attention has been paid to the approximate con-
trollability problem of abstract systems due to its practical importance (refer to
[3, 10, 16, 19]). Recently, by employing the variational approach, Mahmudov [19]
analyzed the partial-approximate controllability problem of a Caputo fractional
evolution equation. However, until now, there has little mention about the partial-
approximate controllability result of fractional backward abstract systems of Hilfer
type.

Motivated by the aforementioned above, we are interested in dealing with the
partial-approximate controllability problem of the following Hilfer fractional back-
ward system:

Dβ,γ
b y(s) = A∗y(s) + J

γ(1−β)
b (B∗u(s) + f(s, y(s))), s ∈ J ′ = [0, b),

lim
s→b−

Γ(β + γ(1− β))(b− s)(1−β)(1−γ)y(s) = y1.
(1.1)

Here 0 < β < 1, 0 ≤ γ ≤ 1, Dβ,γ
b is the right-sided generalized Riemann-Liouville

fractional derivative of β-order and γ-type, J
γ(1−β)
b is the right-sided fractional

integral of γ(1 − β) order and A∗ is the dual operator of A, where A generates a
β-order and γ-type fractional resolvent {Rβ,γ(s)}s>0. Moreover, u ∈ L2((0, b), U)
and B∗ ∈ L (U,H), U and H are two real Hilbert spaces.

The current work contains the following novelties:
(1)We develop the transformation technique and the resolvent method to explore

the Hilfer fractional abstract backward system.
(2)We establish the relation between the dual theory of resolvent and the partial-

approximation controllability problem. In addition, we address the problem by
utilizing the variational technique and the resolvent method.

The remaining paper is built up in the following way. Section 2 provides some
standard preliminary facts. Section 3 is intended to propose and explore the partial-
approximate controllability problem of a Hilfer fractional backward evolution sys-
tem. This work closes with a diffusion model.

2. Preliminaries
For later analysis, we provide here some needed notations and preliminary facts.
We are given two separable Hilbert spaces H and U . Without any additional
declaration, we always suppose that 0 < β < 1, 0 ≤ γ ≤ 1 and β + γ(1 − β) > 1

2 .
Set ỹ(·) = (b − ·)(1−β)(1−γ)y(·), J = [0, b] and J ′ = [0, b). We consider a Banach
space

Cβ,γ(J,H) = {y ∈ C(J ′,H)|ỹ(b) = lim
τ→b−

ỹ(τ), ỹ ∈ C(J,H)}

with the norm ∥y∥β,γ = sup
τ∈J

∥ỹ(τ)∥. For an operator A, we employ the symbol A∗

to denote its dual operator. In addition, we utilize the notation L (H,U) to mean
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the collection of all linear and continuous operators from H to U and the symbol ∗
to mean the convolution, i.e., (f ∗ g)(s) =

∫ s

0
f(s− τ)g(τ)dτ .

Below, we begin with a brief introduction to some definitions in fractional cal-
culus.

Definition 2.1 ( [23]). The β-order left-sided and right-sided fractional integrals
Jβf(s) and Jβ

b f(s) are defined as

Jβf(s) =
1

Γ(β)

∫ s

0

(s− τ)β−1f(τ)dτ, s > 0, β > 0,

and

Jβ
b f(s) =

1

Γ(β)

∫ b

s

(τ − s)β−1f(τ)dτ, s < b, β > 0,

respectively.

Definition 2.2 ( [15]). The β-order and γ-type left-sided and right-sided general-
ized Riemann-Liouville fractional derivatives (Hilfer fractional derivatives) Dβ,γf(s)

and Dβ,γ
b f(s) are given by

Dβ,γf(s) = Jγ(1−β) d

ds
J (1−β)(1−γ)f(s), s > 0,

and
Dβ,γ

b f(s) = −J
γ(1−β)
b

d

ds
J
(1−β)(1−γ)
b f(s), s < b,

respectively.

Remark 2.1. (i) When γ = 0, the fractional derivatives Dβ,γf(s) and Dβ,γ
b f(s)

reduce to the left-sided and right-sided Riemann-Liouville fractional derivatives
(see [23]):

Dβ,0f(s) =
d

ds
J1−βf(s) = Dβf(s), s > 0,

and
Dβ,0

b f(s) = − d

ds
J1−β
b f(s) = Dβ

b f(s), s < b,

respectively.
(ii) When γ = 1, the fractional derivatives Dβ,γf(s) and Dβ,γ

b f(s) become the
left-sided and right-sided Caputo fractional derivatives (see [23]):

Dβ,1f(s) = J1−β d

ds
f(s) = CDβf(s), s > 0,

and
Dβ,1

b f(s) = −J1−β
b

d

ds
f(s) = CD

β

b f(s), s < b,

respectively.

We then review the concept of resolvent and exhibit some properties of the
resolvent.
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Definition 2.3 ( [20]). A β-order and γ-type fractional resolvent on a Banach
space V is a strongly continuous family {Rβ,γ(s)}s>0 ⊆ L (V ) satisfying that

(a) lim
s→0+

Γ(β + γ(1− β))s(1−β)(1−γ)Rβ,γ(s)x = x, x ∈ V ;
(b) Rβ,γ(τ)Rβ,γ(s) = Rβ,γ(s)Rβ,γ(τ), s, τ > 0;
(c) for s, τ > 0, it holds

Rβ,γ(τ)J
βRβ,γ(s)−JβRβ,γ(τ)Rβ,γ(s)=gβ+γ(1−β)(τ)J

βRβ,γ(s)−gβ+γ(1−β)(s)J
βRβ,γ(τ),

where gβ+γ(1−β)(·) = (·)β+γ(1−β)−1

Γ(β+γ(1−β)) and L (V ) = L (V, V ).
Moreover, by a generator of the resolvent {Rβ,γ(s)}s>0, we understand an op-

erator A : D(A) ⊆ V → V satisfying that

Ax = Γ(2β + γ(1− β)) lim
s→0+

s(1−β)(1−γ)Rβ,γ(s)x− x
Γ(β+γ(1−β))

sβ
,

where

D(A) =

{
x ∈ V : lim

s→0+

s(1−β)(1−γ)Rβ,γ(s)x− x
Γ(β+γ(1−β))

sβ
exists

}
.

Remark 2.2. (i) If γ = 0, the fractional resolvent {Rβ,γ(s)}s>0 reduces to the
β-order resolvent [17] associated with Riemann-Liouville fractional fractional evo-
lution systems.

(ii) If γ = 1, the fractional resolvent {Rβ,γ(s)}s>0 becomes the solution operator
related to Caputo fractional evolution systems (see [24]).

Remark 2.3. If γ ̸= 1, based on Definition 2.3, the resolvent {Rβ,γ(s)}s>0 is
unbounded near the zero point. But we have sups∈J ∥s(1−β)(1−γ)Rβ,γ(s)∥ < ∞,
which is due to s(1−β)(1−γ)Rβ,γ(s) ∈ C(J, V ) and the uniform boundedness princi-
ple, where

(
s(1−β)(1−γ)Rβ,γ(s)

)
|s=0 = lims→0+

(
s(1−β)(1−γ)Rβ,γ(s)

)
. To facilitate

our later analysis, we always put M = sups∈J ∥s(1−β)(1−γ)Rβ,γ(s)∥.

Lemma 2.1 ( [20]). For the resolvent {Rβ,γ(s)}s>0, we have

(a) Rβ,γ(s)D(A) ⊆ D(A) and ARβ,γ(s)x = Rβ,γ(s)Ax for x ∈ D(A) and s > 0;
(b) Rβ,γ(s)x = gβ+γ(1−β)(s)x+ JβRβ,γ(s)Ax for x ∈ D(A) and s > 0;
(c) Rβ,γ(s)x = gβ+γ(1−β)(s)x+AJβRβ,γ(s)x for x ∈ V and s > 0;

(d) D(A) = V .

Lemma 2.2. If {Rβ,γ(s)}s>0 is a resolvent, then for any x ∈ V , we have

Γ(2β + γ(1− β))s1−2β−γ(1−β)JβRβ,γ(s)x = x.

Proof. For x ∈ V , we have∥∥∥Γ(2β + γ(1− β))h1−2β−γ(1−β)JβRβ,γ(h)x− x
∥∥∥

≤

∥∥∥∥∥Γ(2β + γ(1− β))

Γ(β)

∫ h

0

h1−2β−γ(1−β)(h− τ)β−1Rβ,γ(τ)xdτ − x

∥∥∥∥∥
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≤ Γ(2β + γ(1− β))

Γ(β)Γ(β + γ(1− β))

∫ 1

0

(1− τ)β−1τβ+γ(1−β)−1dτ

× sup
τ∈[0,1]

∥∥∥Γ(β + γ(1− β))(hτ)(1−β)(1−γ)Rβ,γ(hτ)x− x
∥∥∥ .

Thus, the conclusion is evident by Definition 2.3.
As we all know, any C0-semigroup is (M,ω) type. However, {Rβ,γ(s)}s>0 is not

(M,ω) type based on its unboundedness on zero point, when γ ̸= 1. Now, according
to the summary of the practical applications, we propose the following definition to
treat the singularity at zero:

Definition 2.4. For sufficiently small s0 > 0, {Rβ,γ(s)}s>0 is (M,ω) type for
s ≥ s0 if there exist two constants ω > 0 and M > 0 to ensure that

∥Rβ,γ(s)∥ ≤ Meωs, s ≥ s0. (2.1)

For simplicity, we apply the symbol A ∈ Cβ,γ
s0 (M,ω) to mean that {Rβ,γ(s)}s>0 is

a resolvent satisfying (2.1).

Lemma 2.3. Let A generate a β-order and γ-type fractional resolvent {Rβ,γ(s)}s>0

on H and A ∈ Cβ,γ
s0 (M,ω). Then {R∗

β,γ(s)}s>0 is a β-order and γ-type fractional
resolvent generated by A∗.

Proof. We first check that lim
s→0+

Γ(β+ γ(1−β))s(1−β)(1−γ)R∗
β,γ(s)x

∗ = x∗ for any
x∗ ∈ H. Let ∥x∥ = 1 and s < s0. For any x∗ ∈ D(A∗) and x ∈ H, on account of
Lemma 2.1, we find that

|⟨Γ(β + γ(1− β))s(1−β)(1−γ)R∗
β,γ(s)x

∗ − x∗, x⟩|

= Γ(β + γ(1− β))s(1−β)(1−γ)|⟨x∗, Rβ,γ(s)x− gβ+γ(1−β)(s)x⟩|
= Γ(β + γ(1− β))s(1−β)(1−γ)|⟨A∗x∗, JβRβ,γ(s)x⟩|

≤ MΓ(β + γ(1− β))

Γ(β)
s(1−β)(1−γ)∥A∗x∗∥

∫ s

0

(s− τ)β−1τβ+γ(1−β)−1dτ

≤ ∥A∗x∗∥Γ
2(β + γ(1− β))

Γ(2β + γ(1− β))
Msβ → 0, s → 0+.

Thus, for any x∗ ∈ H, the limit lim
s→0+

Γ(β + γ(1 − β))s(1−β)(1−γ)R∗
β,γ(s)x

∗ = x∗

follows readily from, the well-known conclusion, D(A∗) = H.
We then investigate the strong continuity of {R∗

β,γ(s)}s>0. Let ∥x∥ = 1, s > 0
and s+ h > 0. For x∗ ∈ D(A∗), by virtue of Lemma 2.1, we get

|⟨R∗
β,γ(s+ h)x∗ −R∗

β,γ(s)x
∗, x⟩| = |⟨x∗, Rβ,γ(s+ h)x−Rβ,γ(s)x⟩|

≤|⟨A∗x∗, JβRβ,γ(s+ h)x−JβRβ,γ(s)x⟩|+|⟨x∗, gβ+γ(1−β)(s+ h)x− gβ+γ(1−β)(s)x⟩|
≤∥A∗x∗∥∥JβRβ,γ(s+ h)x− JβRβ,γ(s)x∥+∥x∗∥∥gβ+γ(1−β)(s+ h)− gβ+γ(1−β)(s)∥.

Below, we analyze the following two cases:
Case 1 For 0 < s < s+ h < s0, we have

∥JβRβ,γ(s+ h)x− JβRβ,γ(s)x∥

≤ M

Γ(β)

∫ s

0

((s− τ)β−1 − (s+ h− τ)β−1)τβ+γ(1−β)−1dτ
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+
M

Γ(β)

∫ s+h

s

(s+ h− τ)β−1τβ+γ(1−β)−1dτ

≤ Γ(β + γ(1− β))M

Γ(2β + γ(1− β))
(s2β+γ(1−β)−1 − (s+ h)2β+γ(1−β)−1) +

2Msβ+γ(1−β)−1hβ

βΓ(β)

→ 0, h → 0+.

Case 2 For 0 < s0 ≤ s < s+ h, due to A ∈ Cβ,γ
s0 (M,ω), we get

∥JβRβ,γ(s+ h)x− JβRβ,γ(s)x∥

≤ M

Γ(β)

∫ s0

0

((s− τ)β−1 − (s+ h− τ)β−1)τβ+γ(1−β)−1dτ

+
Meωs

βΓ(β)

(
(s− s0)

β − (s− s0 + h)β + hβ
)
+

Meω(s+h)hβ

βΓ(β)

≤ Γ(β + γ(1− β))M

Γ(2β + γ(1− β))
(s2β+γ(1−β)−1 − (s+ h)2β+γ(1−β)−1) +

Msβ+γ(1−β)−1hβ

βΓ(β)

+
Meωs

βΓ(β)

(
(s− s0)

β − (s− s0 + h)β + hβ
)
+

Meω(s+h)hβ

βΓ(β)

→ 0, h → 0+.

Hence, we can deduce that lim
h→0+

∥R∗
β,γ(s + h)x∗ − R∗

β,γ(s)x
∗∥ = 0. Additionally,

adopting the similar technique yields lim
h→0−

∥R∗
β,γ(s+ h)x∗ −R∗

β,γ(s)x
∗∥ = 0. Thus,

{R∗
β,γ(s)}s>0 is strongly continuous on D(A∗). As such, the strong continuity of

{R∗
β,γ(s)}s>0 can be obtained readily from D(A∗) = H.
Therefore, according to the theory of dual operators in [7] and Definition 2.3,

we can conclude that {R∗
β,γ(s)}s>0 is a resolvent.

Finally, what is left is to check that A∗ is the generator of {R∗
β,γ(s)}s>0. Let

A be the generator of {R∗
β,γ(s)}s>0. We are reduced to showing that A = A∗. For

x∗ ∈ D(A∗) and x ∈ H, due to Lemma 2.2, we find that

lim
s→0+

〈
Γ(2β + γ(1− β))

s(1−β)(1−γ)R∗
β,γ(s)x

∗ − x∗

Γ(β+γ(1−β))

sβ
, x

〉

= lim
s→0+

〈
x∗,Γ(2β + γ(1− β))

s(1−β)(1−γ)Rβ,γ(s)x− x
Γ(β+γ(1−β))

sβ

〉
= lim

s→0+

〈
A∗x∗,Γ(2β + γ(1− β))s1−2β−γ(1−β)JβRβ,γ(s)x

〉
= ⟨A∗x∗, x⟩,

which implies that x∗ ∈ D(A) and Ax∗ = A∗x∗. As such, we obtain A∗ ⊆ A.
Conversely, for x∗ ∈ D(A) and x ∈ D(A), we have

⟨Ax∗, x⟩ = lim
s→0+

〈
Γ(2β + γ(1− β))

s(1−β)(1−γ)R∗
β,γ(s)x

∗ − x∗

Γ(β+γ(1−β))

sβ
, x

〉

= lim
s→0+

〈
x∗,Γ(2β + γ(1− β))

s(1−β)(1−γ)Rβ,γ(s)x− x
Γ(β+γ(1−β))

sβ

〉
= lim

s→0+

〈
x∗,Γ(2β + γ(1− β))s1−2β−γ(1−β)JβRβ,γ(s)Ax

〉
= ⟨x∗, Ax⟩.
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This gives x∗ ∈ D(A∗) and Ax∗ = A∗x∗. Hence, we derive A ⊆ A∗. Thus, we can
deduce that A = A∗.

Remark 2.4. In Lemma 2.3, if we take γ = 1, then we can obtain the dual proper-
ties of the resolvents related to Caputo fractional Cauchy systems [31]. If γ = 0, then
we get the dual results related to Riemann-Liouville systems [33]. Thus, we unify
the dual theory of resolvents from Caputo systems and the theory from Riemann-
Liouville systems.

To end this section, we propose the following properties of {R∗
β,γ(s)}s>0:

Lemma 2.4. Let Tβ,γ(s) = s(1−β)(1−γ)Rβ,γ(s) be compact and norm continuous
for s ∈ (0, b]. Then for s ∈ (0, b], we have

(a) lim
τ→0+

∥∥∥T ∗
β,γ(s+ τ)−

(
Γ(β + γ(1− β))T ∗

β,γ(τ)
)
T ∗
β,γ(s)

∥∥∥ = 0;

(b) lim
τ→0+

∥∥∥T ∗
β,γ(s)−

(
Γ(β + γ(1− β))T ∗

β,γ(τ)
)
T ∗
β,γ(s− τ)

∥∥∥ = 0.

Proof. Since {Tβ,γ(s)}s>0 is compact and norm continuous, we can obtain the
compactness and equicontinuity of {T ∗

β,γ(s)}s>0, and thus we can derive the prop-
erties by the similar arguments employed in [12].

3. Partial-approximate controllability problems
This section is intended to focus attention on the partial-approximate controllability
problem of (1.1). To achieve our aim, we need the following conditions:

(HA) A ∈ Cβ,γ
s0 (M,ω) and {s(1−β)(1−γ)Rβ,γ(s)}s>0 is equicontinuous and com-

pact.
(Hf) f : J × H → H is continuous and there exists a constant N > 0 to

guarantee that ∥f(s, x)∥ ≤ N for all (s, x) ∈ J ×H.
(HB) B∗ ∈ L (U,H) with MB = ∥B∗∥.
Under the condition (HA), it follows from Lemma 2.3 and Remark 2.3 that

{R∗
β,γ(s)}s>0 is a β-order and γ-type fractional resolvent generated by A∗, M =

sup
s∈J

∥s(1−β)(1−γ)R∗
β,γ(s)∥, and {s(1−β)(1−γ)R∗

β,γ(s)}s>0 is equicontinuous and com-
pact.

We begin with the following two important lemmas, which are helpful in formu-
lating an appropriate notion of mild solutions to (1.1) and analyzing the partial-
approximate controllability problem.

Lemma 3.1. Let (HA) hold. Then
∫ b

· R∗
β,γ(τ − ·)h(τ)dτ ∈ C(J,H), where h ∈

L2(J,H).

Proof. Considering the unboundedness of R∗
β,γ(s) on zero point, we first need

to check the existence of
∫ b

s
R∗

β,γ(τ − s)h(τ)dτ , s ∈ J . Similar to the proof of
Proposition 1.3.4 in [1], we can easily verify that R∗

β,γ(· − s)h(·) is measurable on
(s, b), s ∈ [0, b). Additionally, we have∥∥∥∥∥

∫ b

s

R∗
β,γ(τ − s)h(τ)dτ

∥∥∥∥∥ ≤ M

∫ b

s

(τ − s)−(1−β)(1−γ)∥h(τ)∥dτ
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≤ M∥h∥L2

√
b2(β+γ(1−β))−1

2(β + γ(1− β))− 1
.

Hence,
∫ b

s
R∗

β,γ(τ − s)h(τ)dτ exists almost everywhere.
We are now ready to investigate its continuity. Let 0 ≤ s1 < s2 ≤ b. Due to

the strong continuity of {R∗
β,γ(s)}s>0, the dominated convergence theorem and the

absolute continuity of integration of R∗
β,γ(· − s)h(·), we get∥∥∥∥∥

∫ b

s1

R∗
β,γ(τ − s1)h(τ)dτ −

∫ b

s2

R∗
β,γ(τ − s2)h(τ)dτ

∥∥∥∥∥
≤

∥∥∥∥∥
∫ b

s2

(R∗
β,γ(τ − s1)−R∗

β,γ(τ − s2))h(τ)dτ

∥∥∥∥∥+
∥∥∥∥∫ s2

s1

R∗
β,γ(τ − s1)h(τ)dτ

∥∥∥∥
→ 0, s1 → s2.

Therefore,
∫ b

· R∗
β,γ(τ − ·)h(τ)dτ ∈ C(J,H).

Lemma 3.2. Let (HA) hold. The map Λ : L2(J,H) → Cβ,γ(J,H), defined by

(Λh)(·) =
∫ b

·
R∗

β,γ(τ − ·)h(τ)dτ,

is compact.

Proof. Let ∥zn∥L2 ≤ 1. Fix z̃n(·)=(b− ·)(1−β)(1−γ)(Λzn)(·). Our problem reduces
to investigating the compactness of {z̃n}n≥1 in C(J,H).

We first verify the equicontinuity of {z̃n}n≥1. Let t1, t2 ∈ J with t1 < t2 < b.
To simplify notation, put T ∗

β,γ(t) = t(1−β)(1−γ)R∗
β,γ(t). For η ∈ (0, b− t2), we have

∥z̃n(t1)− z̃n(t2)∥ ≤
∥∥∥(b− t1)

(1−β)(1−γ)(Λzn)(t1)− (b− t2)
(1−β)(1−γ)(Λzn)(t2)

∥∥∥
≤
(
(b− t1)

(1−β)(1−γ) − (b− t2)
(1−β)(1−γ)

)
∥(Λzn)(t2)∥

+b(1−β)(1−γ)∥(Λzn)(t1)− (Λzn)(t2)∥

≤
(
(b− t1)

(1−β)(1−γ) − (b− t2)
(1−β)(1−γ)

)
M

√
b2(β+γ(1−β))−1

2(β + γ(1− β))− 1

+b(1−β)(1−γ)

∥∥∥∥∫ b

t2+η

(
T ∗
β,γ(τ − t1)− T ∗

β,γ(τ − t2)
)
(τ − t1)

−(1−β)(1−γ)zn(τ)dτ

∥∥∥∥
+b(1−β)(1−γ)

∥∥∥∥∫ t2+η

t2

(
T ∗
β,γ(τ − t1)− T ∗

β,γ(τ − t2)
)
(τ − t1)

−(1−β)(1−γ)zn(τ)dτ

∥∥∥∥
+b(1−β)(1−γ)

∥∥∥∥∫ b

t2

T ∗
β,γ(τ −t2)

(
(τ− t1)

−(1−β)(1−γ)−(τ− t2)
−(1−β)(1−γ))zn(τ)dτ∥∥∥∥

+b(1−β)(1−γ)

∥∥∥∥∫ t2

t1

R∗
β,γ(τ − t1)zn(τ)dτ

∥∥∥∥
≤
(
(b− t1)

(1−β)(1−γ) − (b− t2)
(1−β)(1−γ)

)
M

√
b2(β+γ(1−β))−1

2(β + γ(1− β))− 1



Partial-approximate controllability problem 1267

+ sup
τ∈[t2+η,b]

∥∥T ∗
β,γ(τ− t1)−T ∗

β,γ(τ − t2)
∥∥√ b

2(β + γ(1− β))− 1

+2Mb(1−β)(1−γ)

(∫ t2+η

t2

(τ − t1)
−2(1−β)(1−γ)dτ

) 1
2

+Mb(1−β)(1−γ)

(∫ b

t2

(
(τ − t1)

−(1−β)(1−γ) − (τ − t2)
−(1−β)(1−γ)

)2
dτ

) 1
2

+Mb(1−β)(1−γ)

(
1

2(β + γ(1− β))− 1

) 1
2

(t2 − t1)
β+γ(1−β)− 1

2 .

Hence, by employing 2-mean continuity (see problem 23.9 on Page 445 in [30]) and
the absolute continuity of integration of (· − t1)

−2(1−β)(1−γ), we can infer that

lim
t1→t2

∥z̃n(t1)− z̃n(t2)∥ = 0.

Moreover, for t2 = b, it is a simple matter to check that lim
t1→t2

∥z̃n(t1)− z̃n(t2)∥ = 0.

Therefore, {z̃n}n≥1 is equicontinuous.
Now, for t ∈ J , we turn to deal with the relative compactness of {z̃n(t)}n≥1

in H. Obviously, {z̃n(b)}n≥1 = {0} is compact. We come to consider the case of
t ∈ [0, b). For ε ∈ (0, b− t), t ∈ [0, b), we conclude from the compactness of T ∗

β,γ(ε)

that {z̃nε
(t)}n≥1 is relatively compact, where

z̃n
ε
(t) = (b− t)(1−β)(1−γ)(Γ(β + γ(1− β))T ∗

β,γ(ε))

∫ b

t+ε

R∗
β,γ(τ − t− ε)zn(τ)dτ.

For notational simplicity, we set

Ψt(ε, τ) = T ∗
β,γ(τ − t− ε)(Γ(β + γ(1− β))T ∗

β,γ(ε)),

Φt(ε, τ) = T ∗
β,γ(τ − t)−Ψt(ε, τ),

ϕt(ε, τ) = (τ − t− ε)−(1−β)(1−γ) − (τ − t)−(1−β)(1−γ).

Let δ ∈ (ε, b− t). We have

∥z̃n(t)− z̃n
ε
(t)∥

≤ b(1−β)(1−γ)

∫ b

t+δ

∥Φt(ε, τ)∥(τ − t)−(1−β)(1−γ)∥zn(τ)∥dτ

+b(1−β)(1−γ)

∫ t+δ

t+ε

∥Φt(ε, τ)∥(τ − t)−(1−β)(1−γ)∥zn(τ)∥dτ

+b(1−β)(1−γ)

∫ b

t+ε

|ϕt(ε, τ)|∥Ψt(ε, τ)∥∥zn(τ)∥dτ

+b(1−β)(1−γ)

∫ t+ε

t

∥T ∗
β,γ(τ − t)∥(τ − t)−(1−β)(1−γ)∥zn(τ)∥dτ

≤ b(1−β)(1−γ)

∫ b

t+δ

∥Φt(ε, τ)∥(τ − t)−(1−β)(1−γ)∥zn(τ)∥dτ

+(M + Γ(β + γ(1− β))M2)b(1−β)(1−γ)

(
δ2(β+γ(1−β))−1

2(β + γ(1− β))− 1

) 1
2
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+Γ(β + γ(1− β))M2b(1−β)(1−γ)

(∫ b

t+ε

|ϕt(ε, τ)|2dτ

) 1
2

+Mb(1−β)(1−γ)

(
1

2(β + γ(1− β))− 1

) 1
2

εβ+γ(1−β)− 1
2 .

Based on Lemma 2.4, we get lim
ε→0

∥Φt(ε, τ)∥ = 0, τ ∈ [t + δ, b]. Hence, employing
the dominated convergence theorem, 2-mean continuity and the arbitrariness of δ
yields lim

ε→0+
∥z̃n(t)− z̃n

ε
(t)∥ = 0 As such, {z̃n(t)}n≥1 is relatively compact.

Therefore, the compactness of Λ is evident by the Arzela-Ascoli theorem.
We then formulate the concept of mild solutions to (1.1). For convenience, we

analyze the following auxiliary system:
Dβ,γ

b y(s) = A∗y(s) + J
γ(1−β)
b h(s), s ∈ J ′ = [0, b),

lim
s→b−

Γ(β + γ(1− β))(b− s)(1−β)(1−γ)y(s) = y1,
(3.1)

where h ∈L2(J,H). Set Tby(s) = y(b− s). By replacing the variable s by b− s, we
can obtain that

Dβ,γ(Tby(s)) = A∗Tby(s) + Jγ(1−β)Tbh(s), s ∈ (0, b],

lim
s→0+

Γ(β + γ(1− β))s(1−β)(1−γ)Tby(s) = y1.
(3.2)

According to (3.2) and the dominated convergence theorem, we can easily obtain
J (1−β)(1−γ)Tby(s)|s=0 = y1. Hence, utilizing the operator Jβ on both sides of (3.2)
and using Dβ,γ(Tby(s)) = Jγ(1−β)Dβ+γ(1−β)(Tby(s)), we can derive that

Tby(s) = gβ+γ(1−β)(s)y1 +A∗JβTby(s) + Jβ+γ(1−β)Tbh(s). (3.3)

Based on Lemmas 2.1 and 2.3, we have

gβ+γ(1−β) ∗ Tby = (R∗
β,γ −A∗(gβ ∗R∗

β,γ)) ∗ Tby
= R∗

β,γ ∗ (Tby −A∗(gβ ∗ Tby))
= R∗

β,γ ∗ (y1gβ+γ(1−β) + gβ+γ(1−β) ∗ Tbh)
= gβ+γ(1−β) ∗

(
y1R

∗
β,γ +R∗

β,γ ∗ Tbh
)
,

which signifies that

Tby(s) = R∗
β,γ(s)y1 +

∫ s

0

R∗
β,γ(s− τ)Tbh(τ)dτ, s ∈ (0, b],

and hence that

y(s) = R∗
β,γ(b− s)y1 +

∫ b

s

R∗
β,γ(τ − s)h(τ)dτ, s ∈ [0, b).

Therefore, we can define the mild solutions to system (1.1) as follows:
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Definition 3.1. By a mild solution to system (1.1), we understand the function
y ∈ Cβ,γ(J,H) which satisfies

y(s) = R∗
β,γ(b− s)y1 +

∫ b

s

R∗
β,γ(τ − s)(B∗u(τ) + f(τ, y(τ)))dτ, s ∈ J ′. (3.4)

By virtue of Lemma 3.1, the concept of mild solution is reasonable. For simplic-
ity, set

S(u) =
{
y ∈ Cβ,γ(J,H) : y satisfies (3.4)

}
.

Now, we are ready to propose and analyze the partial-approximate controllability
problem of system (1.1).

Definition 3.2. The reachable set of system (1.1) is

K0(f) = {y(0, u, f) : y(·, u, f) ∈ S(u)}.

Moreover, If K0(f)=H, system (1.1) is approximately controllable on J .

Definition 3.3 ( [5]). Given y0 ∈ E and ε > 0. System (1.1) is partial-approximately
controllable if there exists a control u ∈ L2(J, U) to guarantee that y ∈ S(u) satis-
fies ∥Πy(0)− y0∥ < ε, where E is a closed subspace of H and the symbol Π means
the projection from H onto E.

Remark 3.1. If E = H, the concept of partial-approximate controllability becomes
the notion of approximate controllability. In addition, system (1.1) is approximately
controllable if and only if φ = 0 whenever BRβ,γ(t)φ = 0 for any t ∈ (0, b) (see [18]).

As we all know, the construction of control u is linked to the solutions of a
sequence of optimal control problems and the construction of the cost functional
depends on the expression of the mild solution. Following this idea, for ε > 0, ζ ∈ H
and a closed subspace E ⊆ H, we put

Jε(φ; y) =
1

2

∫ b

0

∥BRβ,γ(τ)Π
∗φ∥2dτ + ε∥φ∥ − ⟨φ, h(y)⟩, φ ∈ E, (3.5)

where
h(y) = y0 −ΠR∗

β,γ(b)y1 −
∫ b

0

ΠR∗
β,γ(τ)f(τ, y(τ))dτ.

Theorem 3.1. Let (HA), (HB) and (Hf) hold. If, in addition, K0(0) = H, then
system (1.1) is partial-approximately controllable on J .

To deal with the partial-approximately controllable problem more transparent,
we split our proof into the following lemmas.

Lemma 3.3. For the functional Jε, the following statements are valid:

(a) The map φ → Jε(φ; y) is continuous and strictly convex;
(b) For any r ≥ 0, we have

lim
∥φ∥→∞

inf
z∈B(0,r)

Jε(φ; z)

∥φ∥
≥ ε,

where B(0, r) = {y ∈ Cβ,γ(J,H) : ∥y∥β,γ ≤ r}.
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Proof. (a) Due to the definition of Jε, it is apparent that the map is strictly
convex and continuous.

(b) Assume that the statement is false. Then we can select sequences {zn} ⊆
B(0, r) and {φn} ⊆ H, with ∥φn∥ → ∞, to guarantee that

lim
n→∞

Jε(φn; zn)

∥φn∥
< ε. (3.6)

Thanks to Lemma 3.2, {h(zn)}n≥1 is relatively compact. Thus, we can pick a
subsequence from {h(zn)}n≥1, still denoted by it, such that

h(zn) → h in H. (3.7)

Putting φ̃n = φn

∥φn∥ , we get ∥φ̃n∥ = 1. Hence, we can assume that

φ̃n
w→ φ̃ in H.

As such, according to the compactness of {s(1−β)(1−γ)Rβ,γ(s)}s>0, we can deduce
that

(·)(1−β)(1−γ)BRβ,γ(·)Π∗φ̃n → (·)(1−β)(1−γ)BRβ,γ(·)Π∗φ̃ in C(J,H). (3.8)

To facilitate our analysis, we rewrite (3.5) as

Jε(φn; zn)

∥φn∥
=

∥φn∥
2

∫ b

0

∥BRβ,γ(τ)Π
∗φ̃n∥2dτ + ε∥φ̃n∥ − ⟨φ̃n, h(zn)⟩. (3.9)

By employing ∥φn∥ → ∞, (3.6)-(3.9) and the Fatou lemma, we see at once that∫ b

0

∥BRβ,γ(τ)Π
∗φ̃∥2dτ ≤ lim

n→∞

∫ b

0

∥BRβ,γ(τ)Π
∗φ̃n∥2dτ = 0.

Based on K0(0) = H, we get φ̃ = 0, which implies that φ̃n
w→ 0, and hence that

ε > lim
n→∞

Jε(φn; zn)

∥φn∥
≥ lim

n→∞
(ε∥φ̃n∥ − ⟨φ̃n, h(zn)⟩) ≥ ε,

which is impossible and proves (b).

Lemma 3.4. For any z ∈ Cβ,γ(J,H), the functional Jε(·; z) possesses a unique
minimum φ̂ε that can formulate a map Φε : C

β,γ(J,H) → H, defined by Φε(z) = φ̂ε.
In addition, the following statements of Φε are valid:

(a) For any z ∈ B(0, r), there exists Rε > 0 to ensure that ∥Φε(z)∥ < Rε.
(b) For any zn, z ∈ B(0, r) satisfying zn → z in Cβ,γ(J,H), we have

lim
n→∞

∥Φε(zn)− Φε(z)∥ = 0.

Proof. Owing to Lemma 3.1, the map Φε is reasonable. Next, we check the
statements of Φε.

For statement (a). Due to (b) of Lemma 3.3, we can select a constant Rε > 0
to ensure that

inf
z∈B(0,r)

Jε(φ; z)

∥φ∥
≥ ε

2
, for any ∥φ∥ ≥ Rε. (3.10)
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Employing (3.5) and the definition of Φε leads to

Jε(Φε(z); z) ≤ Jε(0; z) = 0. (3.11)

Hence, combining (3.10) with (3.11) gives ∥Φε(z)∥ < Rε.
For statement (b). Put

ηε,n = Φε(zn) and ηε = Φε(z). (3.12)

By virtue of statement (a), {ηε,n}n≥1 is bounded. We thereby can suppose that
ηε,n

w→ η̃. Moreover, due to (HA) and (Hf), we have

∥h(zn)− h(z)∥

≤ M

∫ b

0

τ−(1−β)(1−γ)∥Π∥∥f(τ, zn(τ))− f(τ, z(τ))∥dτ

≤ M

√
b2(β+γ(1−β))−1

2(β + γ(1− β))− 1
∥Π∥

(∫ b

0

∥f(τ, zn(τ))− f(τ, z(τ))∥2dτ

) 1
2

→ 0.

Thus, using (3.12) and the definition of J deduces that

Jε(ηε; z) ≤ Jε(η̃; z) ≤ lim
n→∞

Jε(ηε,n; zn)

≤ lim
n→∞

Jε(ηε,n; zn) ≤ lim
n→∞

Jε(ηε; zn) = Jε(ηε; z),

which indicates that Jε(ηε; z) = Jε(η̃; z), and hence we conclude from the uniqueness
of the minimum that ηε = η̃. As such, we have

lim
n→∞

Jε(ηε,n; zn) = Jε(ηε; z),

lim
n→∞

∫ b

0
∥BRβ,γ(τ)Π

∗ηε,n∥2dτ =
∫ b

0
∥BRβ,γ(τ)Π

∗ηε∥2dτ,

lim
n→∞

⟨ηε,n, h(zn)⟩ = ⟨ηε, h(z)⟩, ∥ηε∥ ≤ lim
n→∞

∥ηε,n∥,

which implies that
lim
n→∞

∥ηε,n∥ = ∥ηε∥.

Noting that H is a Hilbert space, we achieve ηε,n → ηε, in light of ηε,n
w→ η.

Now, we return to Theorem 3.1 and analyze this problem.
Proof of Theorem 3.1. For any y ∈ Cβ,γ(J,H), set Jε(η; y) = min

η∈H
Jε(η; y). Due

to Lemma 3.4, we have

η = Φε(y) and Jε(η; y) ≤ Jε(η + λη; y)

for any η ∈ H and λ ∈ R. Applying the definition of Jε deduces that

λ⟨η, h(y)⟩ ≤λ2

2

∫ b

0

⟨BRβ,γ(τ)Π
∗η,BRβ,γ(τ)Π

∗η⟩dτ

+ λ

∫ b

0

⟨BRβ,γ(τ)Π
∗η,BRβ,γ(τ)Π

∗η⟩dτ
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+ ε(∥η + λη∥ − ∥η∥). (3.13)

Dividing (3.13) by λ > 0 and letting λ → 0+, we come to the result that

⟨η, h(y)⟩ ≤
∫ b

0

⟨BRβ,γ(τ)Π
∗η,BRβ,γ(τ)Π

∗η⟩dτ + ε lim
λ→0+

∥η + λη∥ − ∥η∥
λ

≤
∫ b

0

⟨BRβ,γ(τ)Π
∗η,BRβ,γ(τ)Π

∗η⟩dτ + ε∥η∥.

Repeating the same calculations with λ → 0− gives rise to∣∣∣∣∣
∫ b

0

⟨BRβ,γ(τ)Π
∗η,BRβ,γ(τ)Π

∗η⟩dτ − ⟨η, h(y)⟩

∣∣∣∣∣ ≤ ε∥η∥. (3.14)

Set

ω(s; y) = R∗
β,γ(b− s)y1 +

∫ b

s

R∗
β,γ(τ − s)f(τ, y(τ))dτ, s ∈ J ′,

h(y) = y0 −Πω(0; y) and u(τ) = BRβ,γ(τ)Π
∗Φε(y),

Q(y)(s) = ω(s; y) +

∫ b

s

R∗
β,γ(τ − s)B∗u(τ)dτ.

Then, the proof will be completed by verifying that the map Q : Cβ,γ(J,H) →
Cβ,γ(J,H) admits fixed points. Let us check this. Due to (HA) and Lemma 3.2,
{h(y) : y ∈ B(0, r)} is compact. From Lemma 3.4, one can acquire the bounded-
ness and continuity of {Φε(y) : y ∈ B(0, r)}. Thus, we can conclude that Q is a
continuous and compact map with the image being bounded. We thereby achieve
that Q admits fixed points, by the Schauder fixed point theorem. Let y be a fixed
point. Then, we have∫ b

0

ΠR∗
β,γ(τ)B

∗BRβ,γ(τ)Π
∗ηdτ − h(y) = Πy(0)− y0,

which together with (3.14) implies that for any η ∈ H,

|⟨η,Πy(0)− y0⟩| ≤ ε∥η∥.

We thereby achieve that
∥Πy(0)− y0∥ ≤ ε

and the proof is finished.

Remark 3.2. By the variational approach and semigroup technique, [19] displayed
the partial-approximate controllability result of the fractional evolution equation
with nonlocal conditions. In our work, by adopting the resolvent technique and the
variational approach, we have displayed the partial-approximate controllability re-
sult for backward system (1.1). Due to Remarks 2.1, 2.2 and 2.4, we emphasize that
our results can unify the partial-approximate controllability problem of fractional
evolution systems with Caputo type and the problem of fractional equations with
Riemann-Liouville type.
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Remark 3.3. If we take γ = 1 and E = H in Theorem 3.1, then we obtain
the approximate controllability result in [21]. Emphasis here is that our approach
differs from the approach in [21]. The author in [21] constructed the control function
related to the resolvent condition established in [4] to deal with the approximate
controllability problem.

4. An application
We here provide a partial-approximate controllability example to illustrate the use-
fulness of our theoretical results.

Consider the following Hilfer fractional backward control system:
Dβ,γ

1 y(s, x)= ∂2

∂x2 y(s, x)+ J
γ(1−β)
1 (f(s, y(s, x))+u(s, x)), x ∈ (0, 1), s ∈ [0, 1),

y(s, 0) = y(s, 1) = 0,

lim
s→1−

Γ(β + γ(1− β))(1− s)(1−β)(1−γ)y(s, x) = g(x) =
∞∑
k=1

ck sin kπx.

(4.1)
Fix H = U = L2(0, 1), ek(x) =

√
2 sin(kπx), k = 1, 2, · · · and A = ∂2

∂x2 with

D(A) = {ξ ∈ H : ξ′, ξ′′ ∈ H and ξ(0) = ξ(1) = 0}.

Then A is a self-adjoint operator and A generates an analytic compact semigroup
{T (s)}s>0 (see [22]):

T (s)g(x) =

∞∑
n=1

e−n2π2s⟨g, en⟩en(x). (4.2)

Moreover, A also generates a β-order and γ-type resolvent {Rβ,γ(s)}s>0 (see [20]):

Rβ,γ(s)g(x) =

∞∑
n=1

sβ+γ(1−β)−1Eβ,β+γ(1−β)(−n2π2sβ)⟨g, en⟩en(x). (4.3)

By employing (4.2), (4.3) and Laplace transformations, we can assert that

Rβ,γ(s) = Jγ(1−β)

(
sβ−1

∫ ∞

0

βτΨβ(τ)T (s
βτ)dτ

)
, (4.4)

where

Ψβ(τ) =

∞∑
k=0

(−τ)k

k!Γ(−βk + 1− β)
=

1

β
τ−1− 1

β ϖβ(τ
− 1

β ),

ϖβ(τ) =
1

π

∞∑
m=0

(−1)mτ−(m+1)β−1Γ((m+ 1)β + 1)

(m+ 1)!
sin ((m+ 1)πβ) , τ ∈ R+.

On account of the compactness of {T (s)}s>0 and ∥T (s)∥ ≤ 1, we deduce that
{s(1−β)(1−γ)Rβ,γ(s)}s>0 is equicontinuous and compact (see [29, 32]). In addition,
due to (4.4), we can select M > 0 and ω > 0 to guarantee that ∥Rβ,γ(s)∥ ≤ Meωs

for s ≥ s0, which indicates that (HA) holds.
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Since A is self-adjoint, we can deduce that A∗ generates an analytic compact
semigroup {T ∗(s)}s>0 = {T (s)}s>0, and hence that A∗ also generates a β-order
and γ-type resolvent {R∗

β,γ(s)}s>0 = {Rβ,γ(s)}s>0.
Set y(s)(x) = y(s, x) and B∗ = I. Consider the following control map:

Λ1
0 =

∫ 1

0

R∗
β,γ(s)Rβ,γ(s)ds.

Let Rβ,γ(s)y = 0, y ∈ H. Then we have

⟨Λ1
0y, y⟩ =

∫ 1

0

∥Rβ,γ(s)y∥2ds = 0,

which implies that
∞∑

n=1

∫ 1

0

s2(β+γ(1−β))−2E2
β,β+γ(1−β)(−n2π2sβ)ds⟨y, en⟩2 = 0.

According to ∫ 1

0

s2(β+γ(1−β))−2E2
β,β+γ(1−β)(−n2π2sβ)ds

≥
(∫ 1

0

sβ+γ(1−β)−1Eβ,β+γ(1−β)(−n2π2sβ)ds

)2

≥ E2
β,β+γ(1−β)+1(−n2π2) > 0,

we have y = 0, which shows that K0(f)=H.
Define f : [0, 1]×H → H by f(t, y)(x) = f(t, y(t, x)). Let condition (Hf) hold.

Then due to Theorem 3.1, system (4.1) is partial-approximately controllable.
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