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#### Abstract

This paper investigates the long-time behavior of a stochastic strongly damped wave equation with additive noise on $\mathbb{R}^{N}$. We establish that there exists a unique pullback random attractor for the equation in space $H^{1}\left(\mathbb{R}^{N}\right) \times L^{2}\left(\mathbb{R}^{N}\right)$ with the nonlinearity $g(x, u)$ being of optimal subcritical growth $p$ : $1 \leq p<p^{*} \equiv \frac{N+2}{(N-2)}(N \geq 3)$. In addition, we get the upper semicontinuity of the pullback random attractor as the intensity of noise goes to zero.
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## 1. Introduction

At the present paper, we consider the following initial-value problem for a stochastic strongly damped wave equation with additive noise defined on the whole space $\mathbb{R}^{N}(N \geq 3)$ :

$$
\begin{equation*}
u_{t t}-\Delta u_{t}-\Delta u+u_{t}+g(x, u)=f(x, t)+\epsilon h(x) \frac{\mathrm{d} W}{\mathrm{~d} t}, \quad t>\tau \tag{1.1}
\end{equation*}
$$

with initial conditions

$$
\begin{equation*}
u(x, \tau)=u_{\tau}(x), u_{t}(x, \tau)=u_{1, \tau}(x), \quad \tau \in \mathbb{R} \tag{1.2}
\end{equation*}
$$

where $u=u(x, t)$ is a real function of $x \in \mathbb{R}^{N}$ and $t \geq \tau, \epsilon \in(0,1], g(x, u)$ is a nonlinear function satisfying some conditions, $f(x, t)$ and $h(x)$ are given functions in $L_{\text {loc }}^{2}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{N}\right)\right)$ and $H^{2}\left(\mathbb{R}^{N}\right)$, respectively, $W=W(t)$ is a two-sided real-valued Wiener process on a probability space $(\Omega, \mathcal{F}, \mathcal{P})$, which will be specified later.

[^0]One of the most important things in studying evolution partial differential equations is to investigate the long-time behavior of solutions of the equations, and attractors are the ideal objects in this process. Up to now, there are abundant results related to attractors having been established for the deterministic infinitedimensional dynamical systems (see e.g. monographs [2, 7, 20] and papers [9, 17,30]). For the results on existence of attractors for the deterministic (when $\epsilon=0$ ) wave equations corresponding to (1.1)-(1.2), one can refer to $[4,12,19,28]$ and the references therein. In this article, we are concerned with the existence of random attractor for the non-autonomous stochastic strongly damped wave equation (1.1)(1.2) and the upper semicontinuity of the attractor as $\epsilon \rightarrow 0$.

When the external force $f$ is time-independent, the equation (1.1) becomes an autonomous stochastic wave equation. The theories of random dynamical systems and random attractors for autonomous stochastic equations were first established by F. Flandoli et al. $[5,6,13]$, in which the random attractor is a family of compact sets depending on random parameters and has some invariant property under the action of the random dynamical system. The concepts of pullback random attractors for non-autonomous random dynamical systems were introduced by Crauel et al. in [10] and then in details by Wang [22], where the pullback random attractor is a family of compact sets depending on both random parameters and time. For other results on the random attractors, one can refer to $[3,21,23]$ for autonomous random dynamical system and [14, 29, 31, 32] for non-autonomous random dynamical system. Later, Cui and Langa in [11] introduced the concept of uniform random attractors for the non-autonomous random dynamical system. Recently, we establish the existence of uniform random attractors for the 2D stochastic Navier-Stokes equations in [15] and stochastic strongly damped wave equation in [16], respectively.

There are some results about pullback random attractors for non-autonomous stochastic wave equations on unbounded domains (see e.g. [24, 25, 27] and the references therein). Particularly, authors in [24] and [25] establish the existence of pullback random attractor for a stochastic strongly damped wave equation with additive noise and multiplicative noise, respectively, when the nonlinearity $g(x, u)$ is of subcritical growth $p: 1 \leq p<3$ as $N=3$. In the deterministic case, the existence of global attractor for strongly damped wave equation with growth exponent $p: 1 \leq p \leq p^{*} \equiv \frac{N+2}{N-2}$ defined on $\mathbb{R}^{N}(N \geq 3)$ has been established (see e.g. $[8,28]$ ). Here, we establish the existence and upper semicontinuity of pullback random attractor for the stochastic strongly damped wave equation (1.1)-(1.2) defined on $\mathbb{R}^{N}$ with nonlinearity $g(x, u)$ satisfying $|g(x, u)| \leq C\left(1+|u|^{p}\right), 1 \leq p<p^{*}$. The existence of pullback random attractor for system (1.1)-(1.2) in the critical case $\left(p=p^{*}\right)$ is still unsolved and we will study it in the near future.

This paper is organized as follows. In the next section, we recall some definitions and results on the pullback random attractors and non-autonomous random dynamical systems. In Section 3, we prove that there exists a unique pullback random attractor for problem (1.1)-(1.2). Section 4 is devoted to demonstrate the upper semicontinuity of the pullback random attractor as $\epsilon$ tends to zero. Throughout this article, we denote by $C$ and $c_{i}(i=1,2, \cdots)$ the positive constants independent of $\epsilon$.

## 2. Preliminaries

In this section, we present some basic concepts on non-autonomous random dynamical systems and pullback random attractors (see [22,27] for details).

Let $X$ be a complete separable metric space with Borel $\sigma$-algebra $\mathcal{B}(X)$. Let $(\Omega, \mathcal{F}, \mathcal{P})$ be a probability space, where $\Omega=\{\omega \in \mathcal{C}(\mathbb{R}, \mathbb{R}): \omega(0)=0\}$, the Borel $\sigma$-algebra $\mathcal{F}$ on $\Omega$ is generated by the compact open topology, and $\mathcal{P}$ is the corresponding Wiener measure on $\mathcal{F}$. We identify " $\mathcal{P}$-a.e. $\omega \in \Omega$ " with " $\omega \in \Omega$ " hereinafter for simplicity. Consider the Wiener shift $\theta_{t}$ on the probability space ( $\Omega, \mathcal{F}, \mathcal{P})$ defined by

$$
\theta_{t} \omega(\cdot)=\omega(t+\cdot)-\omega(t), \text { for all } \omega \in \Omega, t \in \mathbb{R}
$$

and then $\left(\Omega, \mathcal{F}, \mathcal{P},\left(\theta_{t}\right)_{t \in \mathbb{R}}\right)$ is a metric dynamical system.
Definition 2.1. A mapping $\Psi: \mathbb{R}^{+} \times \mathbb{R} \times \Omega \times X \mapsto X$ is called a continuous cocycle on $X$ over $\mathbb{R}$ and $\left(\Omega, \mathcal{F}, \mathcal{P},\left(\theta_{t}\right)_{t \in \mathbb{R}}\right)$ if for all $\tau \in \mathbb{R}, t, s \in \mathbb{R}^{+}$and $\omega \in \Omega$, the following conditions are fulfilled:
(i) $\Psi(\cdot, \tau, \cdot, \cdot): \mathbb{R}^{+} \times \Omega \times X \mapsto X$ is $\left(\mathcal{B}\left(\mathbb{R}^{+}\right) \times \mathcal{F} \times \mathcal{B}(X), \mathcal{B}(X)\right)$-measurable;
(ii) $\Psi(0, \tau, \omega, \cdot)=\operatorname{id}_{X}$;
(iii) $\Psi(t+s, \tau, \omega, \cdot)=\Phi\left(t, \tau+s, \theta_{s} \omega, \cdot\right) \circ \Phi(s, \tau, \omega, \cdot)$;
(iv) $\Psi(t, \tau, \omega, \cdot): X \mapsto X$ is continuous.

Let $D=\{D(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\}$ be a family of nonempty bounded subsets of $X$ and $\mathcal{D}$ be a collection of such families satisfying some conditions. A collection $\mathcal{D}_{0}$ is said to be inclusion-closed if $D=\{D(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}_{0}$, then any family $O=\{O(\tau, \omega) \subseteq D(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\}$ belongs to $\mathcal{D}_{0}$.

Definition 2.2. A family $K=\{K(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$ is said to be a $\mathcal{D}$-pullback absorbing set for $\Psi$ if for all $\tau \in \mathbb{R}, \omega \in \Omega$ and $D \in \mathcal{D}$, there exists some $T=T(\tau, \omega, D)>0$ such that

$$
\Psi\left(t, \tau-t, \theta_{-t} \omega, D\left(\tau-t, \theta_{-t} \omega\right)\right) \subseteq K(\tau, \omega) \quad \text { for all } \quad t \geq T
$$

Moreover, if for every $\tau \in \mathbb{R}$ and $\omega \in \Omega, K(\tau, \omega)$ is a closed nonempty subset of $X$ and $K$ is measurable in $\omega$ with respect to $\mathcal{F}$, then $K$ is said to be a closed measurable $\mathcal{D}$-pullback absorbing set for $\Psi$.
Definition 2.3. The cocycle $\Psi$ is $\mathcal{D}$-pullback asymptotically compact in $X$ if for every $\tau \in \mathbb{R}, \omega \in \Omega$, and $\left\{t_{n}\right\} \subseteq \mathbb{R}^{+}$with $t_{n} \rightarrow+\infty$, the sequence

$$
\left\{\Psi\left(t_{n}, \tau-t_{n}, \theta_{-t_{n}} \omega, x_{n}\right)\right\}_{n=1}^{\infty} \quad \text { possesses a convergent subsequence in } X
$$

where $x_{n} \in B\left(\tau-t_{n}, \theta_{-t_{n}} \omega\right)$ with $\{B(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$.
Definition 2.4. A family $\mathcal{A}=\{\mathcal{A}(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$ is said to be a $\mathcal{D}$ pullback random attractor for $\Psi$ if the following properties hold for all $\tau \in \mathbb{R}$ and $\omega \in \Omega$ :
(i) Measurability and Compactness: $\mathcal{A}$ is measurable in $\omega$ with respect to $\mathcal{F}$ and $\mathcal{A}(\tau, \omega)$ is compact in $X$.
(ii) Invariance: $\mathcal{A}$ is invariant in the sense that

$$
\Psi(t, \tau, \omega, \mathcal{A}(\tau, \omega))=\mathcal{A}\left(\tau+t, \theta_{t} \omega\right), \forall t \geq 0 .
$$

(iii) Attracting: $\mathcal{A}$ attracts each element of $\mathcal{D}$ in the sense of pullback, i.e., for each $\tau \in \mathbb{R}$ and $\omega \in \Omega, D=\{D(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$,

$$
\lim _{t \rightarrow+\infty} \operatorname{dist}_{X}\left(\Psi\left(t, \tau-t, \theta_{-t} \omega, D\left(\tau-t, \theta_{-t} \omega\right)\right), \mathcal{A}(\tau, \omega)\right)=0 .
$$

We end this section with following result, which can be found in [22,27].
Lemma 2.1. Let $\mathcal{D}$ be an inclusion-closed collection of some families of nonempty subsets of $X$ and $\Psi$ be a continuous cocycle on $X$ over $\mathbb{R}$ and $\left(\Omega, \mathcal{F}, \mathcal{P},\left(\theta_{t}\right)_{t \in \mathbb{R}}\right)$. If $\Psi$ possesses a closed measurable $\mathcal{D}$-pullback absorbing set $K=\{K(\tau, \omega): \tau \in$ $\mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$ and $\Psi$ is $\mathcal{D}$-pullback asymptotically compact in $X$, then $\Psi$ possesses a unique $\mathcal{D}$-pullback random attractor $\mathcal{A}=\{\mathcal{A}(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$, which is given by

$$
\mathcal{A}(\tau, \omega)=\Omega(K, \tau, \omega)=\bigcap_{r \geq 0} \overline{\bigcup_{t \geq r} \Phi\left(t, \tau-t, \theta_{-t} \omega, K\left(\tau-t, \theta_{-t} \omega\right)\right)} .
$$

## 3. Pullback random attractor

### 3.1. Basic settings

We first introduce some notations and function spaces:

- $L^{p}\left(\mathbb{R}^{N}\right)$-the usual Lebesgue space with norm $\|\cdot\|_{p}$. In particular, the norm in $L^{2}\left(\mathbb{R}^{N}\right)$ is denoted by $\|\cdot\|$.
- $H^{m}\left(\mathbb{R}^{N}\right)$-the usual Sobolev space with norm $\|\cdot\|_{H^{m}}$.
- $\mathcal{H}\left(\mathbb{R}^{N}\right)=H^{1}\left(\mathbb{R}^{N}\right) \times L^{2}\left(\mathbb{R}^{N}\right)$-the Hilbert space endowed with norm $\|\cdot\|_{\mathcal{H}}$ and inner product $(\cdot, \cdot)_{\mathcal{H}}$, respectively, defined by

$$
\begin{aligned}
& \|\varphi\|_{\mathcal{H}}=\left(\|\nabla u\|^{2}+\|u\|^{2}+\|v\|^{2}\right)^{\frac{1}{2}}, \forall \varphi=(u, v) \in \mathcal{H}\left(\mathbb{R}^{N}\right), \\
& \left(\varphi_{1}, \varphi_{2}\right)_{\mathcal{H}}=\left(\nabla u_{1}, \nabla u_{2}\right)+\left(u_{1}, u_{2}\right)+\left(v_{1}, v_{2}\right), \varphi_{i}=\left(u_{i}, v_{i}\right) \in \mathcal{H}\left(\mathbb{R}^{N}\right), i=1,2 .
\end{aligned}
$$

- $(\cdot, \cdot)$ denotes the inner product in $L^{2}\left(\mathbb{R}^{N}\right)$ and also denotes the dual pairing between $H^{1}\left(\mathbb{R}^{N}\right)$ and its dual space $H^{-1}\left(\mathbb{R}^{N}\right)$.

Now, we show that the solution of problem (1.1)-(1.2) can generate a continuous cocycle $\Psi_{\epsilon}$ on $\mathcal{H}\left(\mathbb{R}^{N}\right)$.

Let $\varsigma=u_{t}+\delta u$, where $\delta$ is a positive number to be specified later, and then we can rewrite problem (1.1)-(1.2) as follows:

$$
\begin{align*}
& \frac{\mathrm{d} \varsigma}{\mathrm{~d} t}-\Delta \varsigma-(1-\delta) \Delta u+(1-\delta) \varsigma+\left(\delta^{2}-\delta\right) u+g(x, u)=f(x, t)+\epsilon h(x) \frac{\mathrm{d} \omega}{\mathrm{~d} t},  \tag{3.1}\\
& \frac{\mathrm{~d} u}{\mathrm{~d} t}=\varsigma-\delta u, \tag{3.2}
\end{align*}
$$

with initial data

$$
\begin{equation*}
u(x, \tau)=u_{\tau}(x), \varsigma(x, \tau)=\varsigma_{\tau}(x) \tag{3.3}
\end{equation*}
$$

where $\varsigma_{\tau}(x)=u_{1, \tau}(x)+\delta u_{\tau}(x), x \in \mathbb{R}^{N}$.
In this article, we need the following assumptions:
(i) $g=g(x, u) \in \mathcal{C}\left(\mathbb{R}^{N} \times \mathbb{R}\right)$ with $g(x, \cdot) \in \mathcal{C}^{2}(\mathbb{R})$ for almost all $x \in \mathbb{R}^{N}$, and $\left(A_{1}\right) g(\cdot, 0) \in L^{2}\left(\mathbb{R}^{N}\right) ;$
$\left(A_{2}\right)\left|g_{u}^{\prime}(x, 0)\right| \leq C,\left|g_{u}^{\prime \prime}(x, u)\right| \leq c_{1}\left(1+|u|^{p-2}\right)$, for $x \in \mathbb{R}^{N}, u \in \mathbb{R}, 2 \leq p<p^{*} \equiv$ $\frac{N+2}{N-2}(N \leq 6) ;$
$\left(A_{3}\right) \liminf _{|u| \rightarrow \infty} \frac{g(x, u)}{u} \geq 0$ uniformly as $|x| \leq r_{0}, r_{0}$ is a positive constant;
$\left(A_{4}\right) \liminf _{|u| \rightarrow \infty} \frac{g(x, u) u-c_{2} G(x, u)}{u^{2}} \geq 0$ uniformly as $|x| \leq r_{0}, G(x, u)=\int_{0}^{u} g(x, r) \mathrm{d} r ;$
$\left(A_{5}\right)(g(x, u)-g(x, 0)) u \geq c_{3} u^{2}, g_{u}^{\prime}(x, u) \geq-c_{4}$, for $|x|>r_{0}$ and $u \in \mathbb{R}$;
$\left(A_{6}\right) g(x, u) u \geq c_{5}|u|^{p+1}-\phi_{1}(x), \phi_{1}(x) \in L^{1}\left(\mathbb{R}^{N}\right)$, for $x \in \mathbb{R}^{N}$ and $u \in \mathbb{R}$.
(ii) $f \in L_{\text {loc }}^{2}\left(\mathbb{R}, L^{2}\left(\mathbb{R}^{N}\right)\right)$ and for any $\gamma>0$, it holds

$$
\begin{equation*}
\int_{-\infty}^{0} \mathrm{e}^{\gamma s}\|f(\cdot, s+\tau)\|^{2} \mathrm{~d} s<+\infty, \text { for all } \tau \in \mathbb{R} \tag{3.4}
\end{equation*}
$$

Without loss of generality, we can assume $g(x, 0)=0$ (see [28] for details). In the following, we give an example of functions $g$ and $f$ satisfying assumptions (i) and (ii), respectively.
(1) Let

$$
g(x, u)=a_{0}(x)|u|^{p-1} u+a_{1}(x) u, x \in \mathbb{R}^{N}, u \in \mathbb{R}
$$

where $a_{0}(x), a_{1}(x) \in \mathcal{C}\left(\mathbb{R}^{N}\right)$ and $0<c_{5} \leq a_{0}(x) \leq C, 0<c_{3} \leq a_{1}(x) \leq C$. It is obvious that $g(x, u)$ satisfies assumption (i).
(2) Let

$$
f(x, t)=\frac{|t|^{\alpha}}{1+|x|^{\beta}}, x \in \mathbb{R}^{N}, t \in \mathbb{R}
$$

where $0<\alpha<+\infty$ and $\beta \geq \frac{N}{2}+1$. Then $f(x, t)$ satisfies assumption (ii).
In order to define a random dynamical system, we transform problem (3.1)-(3.3) into pathwise deterministic one parameterized by $\omega$. For any given $\omega \in \Omega$, let

$$
\begin{equation*}
y\left(\theta_{t} \omega\right)=-\int_{-\infty}^{0} \mathrm{e}^{s}\left(\theta_{t} \omega\right)(s) \mathrm{d} s, t \in \mathbb{R} \tag{3.5}
\end{equation*}
$$

Then $y\left(\theta_{t} \omega\right)$ is a one-dimensional Ornstein-Uhlenbeck process and satisfies the Ornstein-Uhlenbeck equation

$$
\mathrm{d} y\left(\theta_{t} \omega\right)+y\left(\theta_{t} \omega\right) \mathrm{d} t=\mathrm{d} \omega(t)
$$

In addition, we can get from [1] that $y\left(\theta_{t} \omega\right)$ is continuous in $t$ for $\omega \in \Omega$ and $|y(\omega)|$ is tempered. Let $z\left(\theta_{t} \omega\right)=z\left(x, \theta_{t} \omega\right)=h(x) y\left(\theta_{t} \omega\right)$, and then $z\left(\theta_{t} \omega\right)$ solves

$$
\mathrm{d} z\left(\theta_{t} \omega\right)+z\left(\theta_{t} \omega\right) \mathrm{d} t=h(x) \mathrm{d} \omega(t)
$$

Putting

$$
v(t)=\varsigma(t)-\epsilon z\left(\theta_{t} \omega\right)
$$

we can rewrite problem (3.1)-(3.3) as follows:

$$
\begin{align*}
& \frac{\mathrm{d} v}{\mathrm{~d} t}-\Delta v-\epsilon \Delta z\left(\theta_{t} \omega\right)-(1-\delta) \Delta u+\left(\delta^{2}-\delta\right) u+(1-\delta) v-\epsilon \delta z\left(\theta_{t} \omega\right)+g(x, u)=f(x, t)  \tag{3.6}\\
& \frac{\mathrm{d} u}{\mathrm{~d} t}=v+\epsilon z\left(\theta_{t} \omega\right)-\delta u \tag{3.7}
\end{align*}
$$

with initial data

$$
\begin{equation*}
u(x, \tau)=u_{\tau}(x), v(x, \tau)=v_{\tau}(x) \tag{3.8}
\end{equation*}
$$

where $v_{\tau}(x)=\varsigma_{\tau}(x)-\epsilon z\left(\theta_{\tau} \omega\right)=u_{1, \tau}(x)+\delta u_{\tau}(x)-\epsilon z\left(\theta_{\tau} \omega\right), x \in \mathbb{R}^{N}$.
Notice that the initial-value problem (3.6)-(3.8) can be viewed as deterministic one with random parameter $\omega \in \Omega$. Under the conditions $\left(A_{1}\right)-\left(A_{3}\right),\left(A_{5}\right)$ and (ii), the well-posedness for the deterministic wave equation with strong damping defined on $\mathbb{R}^{N}$ can be obtained by the method of [28]. By the similar proof as that of $[27,28]$, we have the following result.

Lemma 3.1. Let assumptions (i)-(ii) hold. Then for each $\omega \in \Omega$, and initial data $\left(u_{\tau}, v_{\tau}\right) \in \mathcal{H}\left(\mathbb{R}^{N}\right)$, problem (3.6)-(3.8) possesses a unique solution $(u, v)$ satisfying

$$
\begin{equation*}
\left(u\left(\cdot, \tau, \omega, u_{\tau}\right), v\left(\cdot, \tau, \omega, v_{\tau}\right)\right) \in \mathcal{C}\left([\tau,+\infty), \mathcal{H}\left(\mathbb{R}^{N}\right)\right) \tag{3.9}
\end{equation*}
$$

Moreover, for any $t \geq \tau,\left(u\left(t, \tau, \omega, u_{\tau}\right), v\left(t, \tau, \omega, v_{\tau}\right)\right)$ is $\left(\mathcal{F}, \mathcal{B}\left(H^{1}\left(\mathbb{R}^{N}\right)\right) \times \mathcal{B}\left(L^{2}\left(\mathbb{R}^{N}\right)\right)\right)$ measurable in $\omega$ and continuous with respect to initial data $\left(u_{\tau}, v_{\tau}\right)$ in the norm of $\mathcal{H}\left(\mathbb{R}^{N}\right)$.

Denote by $\varphi\left(\cdot, \tau, \omega, \varphi_{\tau}\right)$ the solution $\left(u\left(\cdot, \tau, \omega, u_{\tau}\right), v\left(\cdot, \tau, \omega, v_{\tau}\right)\right)$ of problem (3.6)(3.8) with initial data $\varphi_{\tau}=\left(u_{\tau}, v_{\tau}\right)$. Then by Lemma 3.1, we can define a continuous cocycle $\Psi_{\epsilon}$ for system (3.6)-(3.8) by

$$
\begin{equation*}
\Psi_{\epsilon}\left(t, \tau, \omega, \varphi_{\tau}\right):=\varphi\left(t+\tau, \tau, \theta_{-\tau} \omega, \varphi_{\tau}\right), \epsilon \in(0,1] \tag{3.10}
\end{equation*}
$$

We will study the existence and upper semicontinuity of pullback random attractors for $\Psi_{\epsilon}$. For a given bounded nonempty subset $B \subseteq \mathcal{H}\left(\mathbb{R}^{N}\right)$, we denote by $\|B\|=\sup _{u \in B}\|u\|_{\mathcal{H}}$. A family $D=\{D(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\}$ of nonempty bounded subsets of $\mathcal{H}\left(\mathbb{R}^{N}\right)$ is called tempered with respect to $\left(\theta_{t}\right)_{t \in \mathbb{R}}$ if for every $\gamma>0$, and $\omega \in \Omega$,

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \mathrm{e}^{-\gamma t}\left\|D\left(\tau-t, \theta_{-t} \omega\right)\right\|=0 \tag{3.11}
\end{equation*}
$$

In the following, we denote by $\mathcal{D}$ the collection of all tempered families of nonempty bounded subsets of $\mathcal{H}\left(\mathbb{R}^{N}\right)$ and it is obvious that $\mathcal{D}$ is inclusion-closed.

We end this subsection with the following lemma that is useful for the proof of existence of $\mathcal{D}$-pullback random attractor for $\Psi_{\epsilon}$.

Lemma 3.2. Let assumptions $\left(A_{1}\right)-\left(A_{5}\right)$ hold. Let $\mathcal{G}(u)=\int_{\mathbb{R}^{N}} G(x, u) \mathrm{d} x$. Then for any $\nu>0$, there exist $\rho_{i}(\nu) \geq 0, i=1,2$ such that

$$
\begin{align*}
& \mathcal{G}(u) \geq-\nu\|u\|^{2}-\rho_{1}(\nu)  \tag{3.12}\\
& (g(x, u), u)-\eta \mathcal{G}(u) \geq-\nu\|u\|^{2}-\rho_{2}(\nu) \tag{3.13}
\end{align*}
$$

for $u \in H^{1}\left(\mathbb{R}^{N}\right)$ and $\eta: 0<\eta<\min \left\{c_{2}, \frac{2 c_{3}}{c_{4}+2 c_{3}}\right\}$. Furthermore, there exist $\alpha>0$ and $\beta \geq 0$ such that

$$
\begin{equation*}
(g(x, u), u)+\|\nabla u\|^{2} \geq \alpha\|u\|^{2}-\beta, \forall u \in H^{1}\left(\mathbb{R}^{N}\right) \tag{3.14}
\end{equation*}
$$

Proof. Firstly, by assumption $\left(A_{5}\right)$ and $g(x, 0)=0$, we can get that for any $\nu>0$,

$$
\begin{equation*}
G(x, u) \geq \frac{c_{3}}{2} u^{2}, \text { as }|x|>r_{0} \tag{3.15}
\end{equation*}
$$

When $|x| \leq r_{0}$, we get from assumption $\left(A_{3}\right)$ that for any $\nu>0$, there is a positive constant $M_{0}(\nu)$ such that for all $|u|>M_{0}(\nu)$,

$$
g(x, u) u \geq-\nu u^{2}, \text { and } G(x, u) \geq-\nu u^{2}
$$

Since $G(x, u) \in \mathcal{C}\left(\mathbb{R}^{N} \times \mathbb{R}\right)$, we can get there exists a positive constant $C(\nu)$ such that

$$
G(x, u) \geq-C(\nu) \text { for }|x| \leq r_{0},|u| \leq M_{0}(\nu)
$$

Therefore, we get

$$
\begin{equation*}
G(x, u) \geq-\nu u^{2}-C(\nu) \text { for }|x| \leq r_{0} \tag{3.16}
\end{equation*}
$$

Integrating (3.16) with respect to $x$ on $|x| \leq r_{0}$ and (3.15) on $|x|>r_{0}$, then we can get (3.12). Similar to the proof of Lemma 3.1 in [18], we can get (3.13) and (3.14), respectively, and we omit the details.

### 3.2. Existence of $\mathcal{D}$-pullback random attractor for $\Psi_{\epsilon}$

This subsection is devoted to show the existence of $\mathcal{D}$-pullback random attractor for $\Psi_{\epsilon}$ generated by the solution of problem (3.6)-(3.8). Now, we derive the uniform estimates of the solution of problem (3.6)-(3.8) to get a closed measurable $\mathcal{D}$-pullback absorbing set for $\Psi_{\epsilon}$. Hereinafter, we denote by $\delta$ a fixed constant satisfying $\delta<\min \left\{\frac{1}{5}, \frac{\alpha}{2}, \frac{c_{3}}{4}\right\}$.
Lemma 3.3. Let assumptions (i)-(ii) hold. Then for any $\tau \in \mathbb{R}, \omega \in \Omega$, and $D=\{D(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$, there exists $T_{1}=T_{1}(\tau, \omega, D)>0$ such that for all $t \geq T_{1}$, the solution $\varphi$ of problem (3.6)-(3.8) satisfies

$$
\begin{align*}
& \left\|\varphi\left(\tau, \tau-t, \theta_{-\tau} \omega, \varphi_{\tau-t}\right)\right\|_{\mathcal{H}}^{2} \leq \mathcal{R}_{1, \epsilon}(\tau, \omega)  \tag{3.17}\\
& \int_{\tau-t}^{\tau} \mathrm{e}^{\frac{\delta \eta}{2}(s-\tau)}\left\|\varphi\left(s, \tau-t, \theta_{-\tau} \omega, \varphi_{\tau-t}\right)\right\|_{\mathcal{H}}^{2} \mathrm{~d} s \leq \mathcal{R}_{1, \epsilon}(\tau, \omega)  \tag{3.18}\\
& \int_{\tau-t}^{\tau} \mathrm{e}^{\frac{\delta \eta}{2}(s-\tau)}\left\|\nabla v\left(s, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2} \mathrm{~d} s \leq \mathcal{R}_{1, \epsilon}(\tau, \omega) \tag{3.19}
\end{align*}
$$

where $\varphi_{\tau-t} \in D\left(\tau-t, \theta_{-t} \omega\right)$ and $\mathcal{R}_{1, \epsilon}(\tau, \omega)$ is given by

$$
\mathcal{R}_{1, \epsilon}(\tau, \omega)=M_{1}+M_{1}\left(\int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2} s}\|f(s+\tau)\|^{2} \mathrm{~d} s+\epsilon\left(1+\int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2} s}\left|y\left(\theta_{s} \omega\right)\right|^{p+1} \mathrm{~d} s\right)\right)
$$

with $M_{1}$ being a positive constant independent of $\tau, \omega, D$ and $\epsilon$.

Proof. Using the multiplier $v$ in equation (3.6) and then adding $\delta\left(u, \frac{\mathrm{~d} u}{\mathrm{~d} t}\right)$ to the both sides of the equation, we get that

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|v\|^{2}+\delta\left(u, \frac{\mathrm{~d} u}{\mathrm{~d} t}\right)+\|\nabla v\|^{2}-\epsilon\left(\Delta z\left(\theta_{t} \omega\right), v\right)-(1-\delta)(\Delta u, v) \\
& +\left(\delta^{2}-\delta\right)(u, v)+(1-\delta)\|v\|^{2}-\epsilon \delta\left(z\left(\theta_{t} \omega\right), v\right) \\
& +(g(x, u), v)=(f, v)+\delta\left(u, \frac{\mathrm{~d} u}{\mathrm{~d} t}\right) \tag{3.20}
\end{align*}
$$

By (3.7), we obtain that

$$
\begin{align*}
& (u, v)=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|u\|^{2}+\delta\|u\|^{2}-\epsilon\left(u, z\left(\theta_{t} \omega\right)\right)  \tag{3.21}\\
& -(\Delta u, v)=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|\nabla u\|^{2}+\delta\|\nabla u\|^{2}-\epsilon\left(\nabla u, \nabla z\left(\theta_{t} \omega\right)\right)  \tag{3.22}\\
& (g(x, u), v)=\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{G}(u)+\delta(g(x, u), u)-\epsilon\left(g(x, u), z\left(\theta_{t} \omega\right)\right) \tag{3.23}
\end{align*}
$$

From (3.20)-(3.23) and (3.7), we can get

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\|v\|^{2}+(1-\delta)\|\nabla u\|^{2}+\delta^{2}\|u\|^{2}+2 \mathcal{G}(u)\right)+\|\nabla v\|^{2} \\
& \quad+\delta^{3}\|u\|^{2}-\epsilon\left(\delta^{2}-\delta\right)\left(u, z\left(\theta_{t} \omega\right)\right)-\epsilon\left(\Delta z\left(\theta_{t} \omega\right), v\right) \\
& \quad+\delta(1-\delta)\|\nabla u\|^{2}-\epsilon(1-\delta)\left(\nabla u, \nabla z\left(\theta_{t} \omega\right)\right)+(1-\delta)\|v\|^{2} \\
& \quad-\epsilon \delta\left(z\left(\theta_{t} \omega\right), v\right)+\delta(g(x, u), u)-\epsilon\left(g(x, u), z\left(\theta_{t} \omega\right)\right) \\
& =(f, v)+\delta\left(u, v+\epsilon z\left(\theta_{t} \omega\right)\right) . \tag{3.24}
\end{align*}
$$

By the Young inequality, we have

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\|v\|^{2}+(1-\delta)\|\nabla u\|^{2}+\delta^{2}\|u\|^{2}+2 \mathcal{G}(u)\right)+\|\nabla v\|^{2} \\
& +\delta^{3}\|u\|^{2}+\delta(1-\delta)\|\nabla u\|^{2}+(1-\delta)\|v\|^{2}+\delta(g(x, u), u) \\
\leq & \frac{\delta^{3}}{8}\|u\|^{2}+\frac{2 \epsilon\left(\delta-\delta^{2}\right)^{2}}{\delta^{3}}\left\|z\left(\theta_{t} \omega\right)\right\|^{2}+\frac{1}{2}\|\nabla v\|^{2}+\frac{\epsilon}{2}\left\|\nabla z\left(\theta_{t} \omega\right)\right\|^{2}+\frac{\delta(1-\delta)}{2}\|\nabla u\|^{2} \\
& +\frac{\epsilon(1-\delta)}{2 \delta}\left\|\nabla z\left(\theta_{t} \omega\right)\right\|^{2}+\frac{\delta}{2}\|v\|^{2}+\frac{\delta \epsilon}{2}\left\|z\left(\theta_{t} \omega\right)\right\|^{2}+\epsilon\left(g(x, u), z\left(\theta_{t} \omega\right)\right) \\
& +\frac{\delta}{2}\|v\|^{2}+\frac{1}{2 \delta}\|f\|^{2}+\frac{\delta^{2}}{2}\|u\|^{2}+\frac{\|v\|^{2}}{2}+\frac{\delta^{3}}{8}\|u\|^{2}+\frac{2 \epsilon}{\delta}\left\|z\left(\theta_{t} \omega\right)\right\|^{2} \tag{3.25}
\end{align*}
$$

By assumption $\left(A_{2}\right)$, the Cauchy inequality and the Hölder inequality, we have

$$
\begin{align*}
& \epsilon\left(g(x, u), z\left(\theta_{t} \omega\right)\right) \\
= & \epsilon\left(g_{u}^{\prime}(x, \theta u) u, z\left(\theta_{t} \omega\right)\right) \\
\leq & \epsilon c_{6} \int_{\mathbb{R}^{N}}|u||z| \mathrm{d} x+\epsilon c_{6} \int_{\mathbb{R}^{N}}|u|^{p}|z| \mathrm{d} x \\
\leq & \frac{\delta^{3}}{4}\|u\|^{2}+\frac{\epsilon c_{6}^{2}}{\delta^{3}}\left\|z\left(\theta_{t} \omega\right)\right\|^{2}+\epsilon c_{6}\left(\int_{\mathbb{R}^{N}}|u|^{p \cdot \frac{p+1}{p}} \mathrm{~d} x\right)^{\frac{p}{p+1}}\left(\int_{\mathbb{R}^{N}}\left|z\left(\theta_{t} \omega\right)\right|^{p+1} \mathrm{~d} x\right)^{\frac{1}{p+1}} \\
\leq & \frac{\delta^{3}}{4}\|u\|^{2}+\frac{\epsilon c_{6}^{2}}{\delta^{3}}\left\|z\left(\theta_{t} \omega\right)\right\|^{2}+\frac{\delta c_{5}}{4} \int_{\mathbb{R}^{N}}|u|^{p+1} \mathrm{~d} x+\frac{\epsilon c_{6}^{2}}{\delta c_{5}}\left\|z\left(\theta_{t} \omega\right)\right\|_{H^{1}}^{p+1} \tag{3.26}
\end{align*}
$$

where $0<\theta<1$. Substituting (3.26) into (3.25), and using assumption $\left(A_{6}\right)$, we can get that,

$$
\begin{aligned}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\|v\|^{2}+(1-\delta)\|\nabla u\|^{2}+\delta^{2}\|u\|^{2}+2 \mathcal{G}(u)\right)+\frac{1}{2}\|\nabla v\|^{2} \\
& \quad+\left(\frac{\delta^{3}}{2}-\frac{\delta^{2}}{2}\right)\|u\|^{2}+\left(\frac{\delta}{4}-\frac{\delta^{2}}{2}\right)\|\nabla u\|^{2}+\frac{\delta}{4}\|\nabla u\|^{2} \\
& \quad+\left(\frac{1}{2}-2 \delta\right)\|v\|^{2}+\frac{3 \delta}{4}(g(x, u), u) \\
& \leq \epsilon c_{7}\left(\left\|z\left(\theta_{t} \omega\right)\right\|_{H^{1}}^{2}+\left\|z\left(\theta_{t} \omega\right)\right\|_{H^{1}}^{p+1}\right)+\frac{1}{2 \delta}\|f\|^{2}+\left\|\phi_{1}\right\|_{1},
\end{aligned}
$$

which along with (3.14) yields

$$
\begin{align*}
& \quad \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\|v\|^{2}+(1-\delta)\|\nabla u\|^{2}+\delta^{2}\|u\|^{2}+2 \mathcal{G}(u)\right)+\frac{1}{2}\|\nabla v\|^{2} \\
& \quad+\left(\frac{\delta^{3}}{2}-\frac{\delta^{2}}{2}\right)\|u\|^{2}+\left(\frac{\delta}{4}-\frac{\delta^{2}}{2}\right)\|\nabla u\|^{2} \\
& \quad+\left(\frac{1}{2}-2 \delta\right)\|v\|^{2}+\frac{\delta}{2}(g(x, u), u)+\frac{\delta \alpha}{4}\|u\|^{2} \\
& \leq \epsilon c_{7}\left(\left\|z\left(\theta_{t} \omega\right)\right\|_{H^{1}}^{2}+\left\|z\left(\theta_{t} \omega\right)\right\|_{H^{1}}^{p+1}\right)+\frac{1}{2 \delta}\|f\|^{2}+\beta+\left\|\phi_{1}\right\|_{1} . \tag{3.27}
\end{align*}
$$

Set

$$
\begin{align*}
H(t) & :=\|v\|^{2}+(1-\delta)\|\nabla u\|^{2}+\delta^{2}\|u\|^{2}+2 \mathcal{G}(u), \\
K(t) & :=\frac{\delta}{2}\left(\delta^{2}-\delta+\frac{\alpha}{2}\right)\|u\|^{2}+\frac{\delta}{4}(1-2 \delta)\|\nabla u\|^{2}+\left(\frac{1}{2}-2 \delta\right)\|v\|^{2}+\frac{\delta}{2}(g(x, u), u) . \tag{3.28}
\end{align*}
$$

By Lemma 3.2 we can get that, for any $\eta: 0<\eta<\min \left\{c_{2}, \frac{2 c_{3}}{c_{4}+2 c_{3}}, \delta\right\}$,

$$
\begin{align*}
& K(t)-\frac{\delta \eta}{4} H(t) \\
= & \frac{\delta}{2}\left(\delta^{2}-\delta+\frac{\alpha}{2}-\frac{\eta}{2} \delta^{2}\right)\|u\|^{2}+\frac{\delta}{4}(1-2 \delta-\eta+\eta \delta)\|\nabla u\|^{2} \\
& +\left(\frac{1}{2}-2 \delta-\frac{\delta \eta}{4}\right)\|v\|^{2}+\frac{\delta}{2}(g(x, u), u)-\frac{\delta \eta}{2} \mathcal{G}(u) \\
\geq & \frac{\delta}{2}((g(x, u), u)-\eta \mathcal{G}(u))+\frac{\delta}{2}\left(\frac{\delta^{2}}{2}+\frac{\alpha}{2}-\delta\right)\|u\|^{2}+\frac{1}{2}(1-5 \delta)\|v\|^{2}+\frac{\delta(1-3 \delta)}{4}\|\nabla u\|^{2} \\
\geq & \frac{\delta}{2}\left(-\nu\|u\|^{2}-\rho_{2}(\nu)\right)+\frac{\delta}{2}\left(\frac{\delta^{2}}{2}+\frac{\alpha}{2}-\delta\right)\|u\|^{2}+\frac{1}{2}(1-5 \delta)\|v\|^{2}+\frac{\delta(1-3 \delta)}{4}\|\nabla u\|^{2} \\
\geq & \frac{\delta}{2}\left(\frac{\alpha}{2}-\delta\right)\|u\|^{2}+\frac{1}{2}(1-5 \delta)\|v\|^{2}+\frac{\delta(1-3 \delta)}{4}\|\nabla u\|^{2}-\rho_{2}(\nu) \\
\geq & \sigma_{0}\|\varphi\|_{\mathcal{H}}^{2}-\rho_{2}(\nu), \tag{3.29}
\end{align*}
$$

where we have chosen

$$
\nu=\frac{\delta^{2}}{2}, \sigma_{0}=\min \left\{\frac{\delta}{2}\left(\frac{\alpha}{2}-\delta\right), \frac{1}{2}(1-5 \delta), \frac{\delta}{4}(1-3 \delta)\right\}
$$

It follows from (3.27)-(3.29) that

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} s} H(s)+\frac{\delta \eta}{2} H(s)+2 \sigma_{0}\|\varphi\|_{\mathcal{H}}^{2}+\|\nabla v\|^{2} \\
\leq & 2 \epsilon c_{7}\left(\left\|z\left(\theta_{s} \omega\right)\right\|_{H^{1}}^{2}+\left\|z\left(\theta_{s} \omega\right)\right\|_{H^{1}}^{p+1}\right)+\frac{1}{\delta}\|f\|^{2}+2\left\|\phi_{1}\right\|_{1}+2 \rho_{2}(\nu)+2 \beta \tag{3.30}
\end{align*}
$$

Multiplying (3.30) by $\mathrm{e}^{\frac{\delta \eta}{2} s}$ and then integrating over $[\tau-t, \tau]$ with $t>0$ with respect to $s$, we have

$$
\begin{align*}
& \left\|v\left(\tau, \tau-t, \omega, v_{\tau-t}\right)\right\|^{2}+2 \sigma_{0} \int_{\tau-t}^{\tau} \mathrm{e}^{\frac{\delta \eta}{2}(s-\tau)}\left\|\varphi\left(s, \tau-t, \omega, \varphi_{\tau-t}\right)\right\|_{\mathcal{H}}^{2} \mathrm{~d} s \\
& +\delta^{2}\left\|u\left(\tau, \tau-t, \omega, u_{\tau-t}\right)\right\|^{2}+(1-\delta)\left\|\nabla u\left(\tau, \tau-t, \omega, u_{\tau-t}\right)\right\|^{2} \\
& +\int_{\tau-t}^{\tau} \mathrm{e}^{\frac{\delta \eta}{2}(s-\tau)}\left\|\nabla v\left(s, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2} \mathrm{~d} s+2 \mathcal{G}\left(u\left(\tau, \tau-t, \omega, u_{\tau-t}\right)\right) \\
\leq & \left(\left\|v_{\tau-t}\right\|^{2}+(1-\delta)\left\|\nabla u_{\tau-t}\right\|^{2} \mathrm{~d} s+\delta^{2}\left\|u_{\tau-t}\right\|^{2}+2 \mathcal{G}\left(u_{\tau-t}\right)\right) \mathrm{e}^{-\frac{\delta \eta}{2} t} \\
& +2 \epsilon c_{7}\|h\|_{H^{1}}^{2} \int_{\tau-t}^{\tau} \mathrm{e}^{\frac{\delta \eta}{2}(s-\tau)}\left|y\left(\theta_{s} \omega\right)\right|^{2} \mathrm{~d} s+\frac{1}{\delta} \int_{\tau-t}^{\tau} \mathrm{e}^{\frac{\delta \eta}{2}(s-\tau)}\|f(s)\|^{2} \mathrm{~d} s \\
& +2 \epsilon c_{7}\|h\|_{H^{1}}^{p+1} \int_{\tau-t}^{\tau} \mathrm{e}^{\frac{\delta \eta}{2}(s-\tau)}\left|y\left(\theta_{s} \omega\right)\right|^{p+1} \mathrm{~d} s+\frac{4}{\delta \eta}\left\|\phi_{1}\right\|_{1}+\frac{4}{\delta \eta} \rho_{2}(\nu)+\frac{4 \beta}{\delta \eta} \tag{3.31}
\end{align*}
$$

Substituting $\omega$ in (3.31) by $\theta_{-\tau} \omega$, we get that

$$
\begin{align*}
& \left\|v\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2}+2 \sigma_{0} \int_{\tau-t}^{\tau} \mathrm{e}^{\frac{\delta \eta}{2}(s-\tau)}\left\|\varphi\left(s, \tau-t, \theta_{-\tau}, \varphi_{\tau-t}\right)\right\|_{\mathcal{H}}^{2} \mathrm{~d} s \\
& +\delta^{2}\left\|u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2}+(1-\delta)\left\|\nabla u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2} \\
& +\int_{\tau-t}^{\tau} \mathrm{e}^{\frac{\delta \eta}{2}(s-\tau)}\left\|\nabla v\left(s, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2} \mathrm{~d} s+2 \mathcal{G}\left(u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right) \\
\leq & \left(\left\|v_{\tau-t}\right\|^{2}+(1-\delta)\left\|\nabla u_{\tau-t}\right\|^{2}+\delta^{2}\left\|u_{\tau-t}\right\|^{2}+2 \mathcal{G}\left(u_{\tau-t}\right)\right) \mathrm{e}^{-\frac{\delta \eta}{2} t}+\frac{4}{\delta \eta}\left\|\phi_{1}\right\|_{1}+\frac{4 \beta}{\delta \eta} \\
& +\frac{4}{\delta \eta} \rho_{2}(\nu)+\epsilon c_{8}\left(1+\int_{\tau-t}^{\tau} \mathrm{e}^{\frac{\delta \eta}{2}(s-\tau)}\left|y\left(\theta_{s-\tau} \omega\right)\right|^{p+1} \mathrm{~d} s\right)+\frac{1}{\delta} \int_{\tau-t}^{\tau} \mathrm{e}^{\frac{\delta \eta}{2}(s-\tau)}\|f(s)\|^{2} \mathrm{~d} s \\
\leq & \left(\left\|v_{\tau-t}\right\|^{2}+(1-\delta)\left\|\nabla u_{\tau-t}\right\|^{2}+\delta^{2}\left\|u_{\tau-t}\right\|^{2}+2 \mathcal{G}\left(u_{\tau-t}\right)\right) \mathrm{e}^{-\frac{\delta \eta}{2} t}+\frac{4}{\delta \eta}\left\|\phi_{1}\right\|_{1}+\frac{4 \beta}{\delta \eta} \\
& +\frac{4}{\delta \eta} \rho_{2}(\nu)+\frac{1}{\delta} \int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2} s}\|f(s+\tau)\|^{2} \mathrm{~d} s+\epsilon c_{8}\left(1+\int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2} s}\left|y\left(\theta_{s} \omega\right)\right|^{p+1} \mathrm{~d} s\right) . \tag{3.32}
\end{align*}
$$

Notice that $\left|y\left(\theta_{t} \omega\right)\right|$ is tempered, and then we have

$$
\begin{equation*}
\int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2} s}\left|y\left(\theta_{s} \omega\right)\right|^{p+1} \mathrm{~d} s<+\infty, \forall \omega \in \Omega \tag{3.33}
\end{equation*}
$$

Since $\varphi_{\tau-t} \in D\left(\tau-t, \theta_{-t} \omega\right)$, by assumptions $\left(A_{2}\right)$, the embedding $H^{1}\left(\mathbb{R}^{N}\right) \hookrightarrow$ $L^{p+1}\left(\mathbb{R}^{N}\right)$ and tempered property of $D$, we obtain that

$$
\left(\left\|v_{\tau-t}\right\|^{2}+(1-\delta)\left\|\nabla u_{\tau-t}\right\|^{2}+\delta^{2}\left\|u_{\tau-t}\right\|^{2}+2 \mathcal{G}\left(u_{\tau-t}\right)\right) \mathrm{e}^{-\frac{\delta \eta}{2} t}
$$

$$
\begin{equation*}
\leq C\left(\left\|v_{\tau-t}\right\|^{2}+\left\|u_{\tau-t}\right\|^{2}+\left\|u_{\tau-t}\right\|_{H^{1}}^{p+1}+\left\|\nabla u_{\tau-t}\right\|^{2}\right) \mathrm{e}^{-\frac{\delta \eta}{2} t} \rightarrow 0 \text { as } t \rightarrow+\infty \tag{3.34}
\end{equation*}
$$

Moreover, by Lemma 3.2 we can get that

$$
\begin{align*}
& \left\|v\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2}+(1-\delta) u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right) \|^{2} \\
& +\delta^{2}\left\|u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2}+2 \mathcal{G}\left(u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right) \\
\geq & \left\|v\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2}+(1-\delta)\left\|\nabla u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2} \\
& +\delta^{2}\left\|u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2}-2 \nu\left\|u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2}-2 \rho_{1}(\nu) \\
\geq & \sigma_{1}\left\|\varphi\left(\tau, \tau-t, \theta_{-\tau} \omega, \varphi_{\tau-t}\right)\right\|_{\mathcal{H}}^{2}-2 \rho_{1}(\nu), \tag{3.35}
\end{align*}
$$

where we have chosen $\nu=\frac{\delta^{2}}{4}$ and $\sigma_{1}=\frac{\delta^{2}}{2}$. The combination of (3.32)-(3.35) implies the result.
Corollary 3.1. Let assumptions (i)-(ii) hold. Then $\Psi_{\epsilon}$ generated by problem (3.6)(3.8) possesses a closed measurable $\mathcal{D}$-pullback absorbing set $K_{\epsilon}=\left\{K_{\epsilon}(\tau, \omega): \tau \in\right.$ $\mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$, where

$$
K_{\epsilon}(\tau, \omega)=\left\{\varphi \in \mathcal{H}\left(\mathbb{R}^{N}\right):\|\varphi\|_{\mathcal{H}}^{2} \leq \mathcal{R}_{1, \epsilon}(\tau, \omega)\right\}
$$

and $\mathcal{R}_{1, \epsilon}(\tau, \omega)$ is given by Lemma 3.3.
Proof. From Lemma 3.3 and (3.10), we immediately get that, for every $\tau \in \mathbb{R}$, $\omega \in \Omega$ and every $D \in \mathcal{D}, K_{\epsilon}$ satisfies that

$$
\Psi_{\epsilon}\left(t, \tau-t, \theta_{-t} \omega, D\left(\tau-t, \theta_{-t} \omega\right)\right) \subseteq K_{\epsilon}(\tau, \omega), \forall t \geq T_{1}
$$

where $T_{1}$ is given by Lemma 3.3. We next prove that $K_{\epsilon}$ is tempered, i.e. $K_{\epsilon} \in \mathcal{D}$. For any $\gamma>0, \epsilon \in(0,1]$, we have

$$
\begin{align*}
& \mathrm{e}^{-\gamma t}\left\|K_{\epsilon}\left(\tau-t, \theta_{-t} \omega\right)\right\|^{2} \leq \mathrm{e}^{-\gamma t} \mathcal{R}_{1, \epsilon}\left(\tau-t, \theta_{-t} \omega\right) \\
= & M_{1} \mathrm{e}^{-\gamma t}+M_{1} \mathrm{e}^{-\gamma t}\left(\int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2} s}\|f(s+\tau-t)\|^{2} \mathrm{~d} s+\epsilon\left(1+\int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2} s}\left|y\left(\theta_{s-t} \omega\right)\right|^{p+1} \mathrm{~d} s\right)\right) \\
\leq & 2 M_{1} \mathrm{e}^{-\gamma t}+M_{1} \mathrm{e}^{-\gamma t} \int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2} s}\left(\|f(s+\tau-t)\|^{2}+\left|y\left(\theta_{s-t} \omega\right)\right|^{p+1}\right) \mathrm{d} s . \tag{3.36}
\end{align*}
$$

Let $\tilde{\gamma}=\min \left\{\gamma, \frac{\delta \eta}{2}\right\}$, and we get that for all $t \geq 0$,

$$
\begin{align*}
& M_{1} \mathrm{e}^{-\gamma t} \int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2} s}\left(\|f(s+\tau-t)\|^{2}+\left|y\left(\theta_{s-t} \omega\right)\right|^{p+1}\right) \mathrm{d} s \\
\leq & M_{1} \int_{-\infty}^{0} \mathrm{e}^{\tilde{\gamma}(s-t)}\left(\|f(s+\tau-t)\|^{2}+\left|y\left(\theta_{s-t} \omega\right)\right|^{p+1}\right) \mathrm{d} s \\
\leq & M_{1} \int_{-\infty}^{-t} \mathrm{e}^{\tilde{\gamma} s}\left(\|f(s+\tau)\|^{2}+\left|y\left(\theta_{s} \omega\right)\right|^{p+1}\right) \mathrm{d} s . \tag{3.37}
\end{align*}
$$

By assumption (ii) and the tempered property of $\left|y\left(\theta_{s} \omega\right)\right|$, we have

$$
\begin{equation*}
\int_{-\infty}^{0} \mathrm{e}^{\tilde{\gamma} s}\left(\|f(s+\tau)\|^{2}+\left|y\left(\theta_{s} \omega\right)\right|^{p+1}\right) \mathrm{d} s<+\infty, \text { for all } \tau \in \mathbb{R} \tag{3.38}
\end{equation*}
$$

It follows from (3.36)-(3.38) that

$$
\lim _{t \rightarrow+\infty} \mathrm{e}^{-\gamma t}\left\|K_{\epsilon}\left(\tau-t, \theta_{-t} \omega\right)\right\|^{2}=0,
$$

that is $K_{\epsilon} \in \mathcal{D}$. Furthermore, since for each $\tau \in \mathbb{R}, \mathcal{R}_{1, \epsilon}(\tau, \cdot): \Omega \mapsto \mathbb{R}$ is $(\mathcal{F}, \mathcal{B}(\mathbb{R}))$ measurable, then $K_{\epsilon}(\tau, \cdot)$ is also measurable. Hence, $K_{\epsilon} \in \mathcal{D}$ is a closed measurable $\mathcal{D}$-pullback absorbing set for $\Psi_{\epsilon}$. We complete the proof.

To get the pullback asymptotic compactness for $\Psi_{\epsilon}$, the following lemmas will be needed.

Lemma 3.4. Let assumptions (i)-(ii) hold. Then for any $\tau \in \mathbb{R}, \omega \in \Omega$, and $D=\{D(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$, there exists $T_{2}=T_{2}(\tau, \omega, D)>0$ such that for all $t \geq T_{2}$, and $r \in[0, t]$, the solution $\varphi$ of problem (3.6)-(3.8) satisfies

$$
\begin{equation*}
\left\|\varphi\left(\tau-r, \tau-t, \theta_{-\tau} \omega, \varphi_{\tau-t}\right)\right\|_{\mathcal{H}\left(\mathbb{R}^{N}\right)}^{2} \leq M_{2}+M_{2} \mathrm{e}^{\frac{\delta \eta}{2 p} r} \mathcal{R}_{2, \epsilon}(\tau, \omega) \tag{3.39}
\end{equation*}
$$

where $\varphi_{\tau-t} \in D\left(\tau-t, \theta_{-t} \omega\right)$ and $\mathcal{R}_{2, \epsilon}$ is given by

$$
\mathcal{R}_{2, \epsilon}(\tau, \omega)=\epsilon\left(1+\int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2 p} s}\left|y\left(\theta_{s} \omega\right)\right|^{2 p} \mathrm{~d} s\right)+\int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2 p} s}\|f(s+\tau)\|^{2} \mathrm{~d} s
$$

and $M_{2}$ is a positive constant independent of $\tau, \omega, D$ and $\epsilon$.
Proof. Similarly to (3.29), by Lemma 3.2 we can get that for any $p \geq 1$ and $0<\eta<\min \left\{c_{2}, \frac{2 c_{3}}{c_{4}+2 c_{3}}, \delta\right\}$,

$$
K(t)-\frac{\delta \eta}{4 p} H(t) \geq-\rho_{2}(\nu)
$$

where $K(t)$ and $H(t)$ are given by (3.28). Then we can get

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} H(t)+\frac{\delta \eta}{2 p} H(t) \\
\leq & 2 \epsilon c_{7}\left(\left\|z\left(\theta_{t} \omega\right)\right\|_{H^{1}}^{2}+\left\|z\left(\theta_{t} \omega\right)\right\|_{H^{1}}^{p+1}\right)+\frac{1}{\delta}\|f\|^{2}+2 \rho_{2}(\nu)+2 \beta+2\left\|\phi_{1}\right\|_{1} . \tag{3.40}
\end{align*}
$$

Applying the Gronwall inequality to (3.40) on interval $[\tau-t, \tau-r]$ with $r \in[0, t]$, we can get

$$
\begin{align*}
& \left\|v\left(\tau-r, \tau-t, \omega, v_{\tau-t}\right)\right\|^{2}+(1-\delta)\left\|\nabla u\left(\tau-r, \tau-t, \omega, u_{\tau-t}\right)\right\|^{2} \\
& +\delta^{2}\left\|u\left(\tau-r, \tau-t, \omega, u_{\tau-t}\right)\right\|^{2}+2 \mathcal{G}\left(u\left(\tau-r, \tau-t, \omega, u_{\tau-t}\right)\right) \\
\leq & \left(\left\|v_{\tau-t}\right\|^{2}+(1-\delta)\left\|\nabla u_{\tau-t}\right\|^{2}+\delta^{2}\left\|u_{\tau-t}\right\|^{2}+2 \mathcal{G}\left(u_{\tau-t}\right)\right) \mathrm{e}^{\frac{\delta \eta}{2 p}(r-t)} \\
& +2 \epsilon c_{7}\|h\|_{H^{1}}^{2} \int_{\tau-t}^{\tau-r} \mathrm{e}^{\frac{\delta \eta}{2 p}(s-\tau+r)}\left|y\left(\theta_{s} \omega\right)\right|^{2} \mathrm{~d} s+\frac{1}{\delta} \int_{\tau-t}^{\tau-r} \mathrm{e}^{\frac{\delta \eta}{2 p}(s-\tau+r)}\|f(s)\|^{2} \mathrm{~d} s \\
& +2 \epsilon c_{7}\|h\|_{H^{1}}^{p+1} \int_{\tau-t}^{\tau-r} \mathrm{e}^{\frac{\delta \eta}{2 p}(s-\tau+r)}\left|y\left(\theta_{s} \omega\right)\right|^{p+1} \mathrm{~d} s \\
& +\frac{4 p}{\delta \eta} \rho_{2}(\nu)+\frac{4 p}{\delta \eta} \beta+\frac{4 p}{\delta \eta}\left\|\phi_{1}\right\|_{1} . \tag{3.41}
\end{align*}
$$

Substituting $\omega$ by $\theta_{-\tau} \omega$ in above, we can obtain that

$$
\left\|v\left(\tau-r, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2}+(1-\delta)\left\|\nabla u\left(\tau-r, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2}
$$

$$
\begin{aligned}
& +\delta^{2}\left\|u\left(\tau-r, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2}+2 \mathcal{G}\left(u\left(\tau-r, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right) \\
\leq & \mathrm{e}^{\frac{\delta \eta}{2 p} r}\left(\left(\left\|v_{\tau-t}\right\|^{2}+(1-\delta)\left\|\nabla u_{\tau-t}\right\|^{2}+\delta^{2}\left\|u_{\tau-t}\right\|^{2}+2 \mathcal{G}\left(u_{\tau-t}\right)\right) \mathrm{e}^{-\frac{\delta \eta}{2 p} t}\right. \\
& +2 \epsilon c_{7}\|h\|_{H^{1}}^{2} \int_{-t}^{-r} \mathrm{e}^{\frac{\delta \eta}{2 p} s}\left|y\left(\theta_{s} \omega\right)\right|^{2} \mathrm{~d} s+\frac{1}{\delta} \int_{-t}^{-r} \mathrm{e}^{\frac{\delta \eta}{2 p} s}\|f(s+\tau)\|^{2} \mathrm{~d} s \\
& \left.+2 \epsilon \epsilon_{7}\|h\|_{H^{1}}^{p+1} \int_{-t}^{-r} \mathrm{e}^{\frac{\delta \eta}{2 p} s}\left|y\left(\theta_{s} \omega\right)\right|^{p+1} \mathrm{~d} s\right)+\frac{4 p}{\delta \eta} \rho_{2}(\nu)+\frac{4 p}{\delta \eta} \beta+\frac{4 p}{\delta \eta}\left\|\phi_{1}\right\|_{1} \\
\leq & \mathrm{e}^{\frac{\delta \eta}{2 p} r}\left(\left(\left\|v_{\tau-t}\right\|^{2}+(1-\delta)\left\|\nabla u_{\tau-t}\right\|^{2}+\delta^{2}\left\|u_{\tau-t}\right\|^{2}+2 \mathcal{G}\left(u_{\tau-t}\right)\right) \mathrm{e}^{-\frac{\delta \eta}{2 p} t}\right. \\
& \left.+\epsilon c_{8}\left(1+\int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2 p} s}\left|y\left(\theta_{s} \omega\right)\right|^{p+1} \mathrm{~d} s\right)+\frac{1}{\delta} \int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2 p} s}\|f(s+\tau)\|^{2} \mathrm{~d} s\right) \\
& +\frac{4 p}{\delta \eta} \rho_{2}(\nu)+\frac{4 p}{\delta \eta} \beta+\frac{4 p}{\delta \eta}\left\|\phi_{1}\right\|_{1} .
\end{aligned}
$$

Setting

$$
\mathcal{R}_{\epsilon}(\tau, \omega)=\epsilon c_{8}\left(1+\int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2 p} s}\left|y\left(\theta_{s} \omega\right)\right|^{p+1} \mathrm{~d} s\right)+\frac{1}{\delta} \int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2 p} s}\|f(s+\tau)\|^{2} \mathrm{~d} s,
$$

then by the tempered property of $\left|y\left(\theta_{s} \omega\right)\right|$ and assumption (ii), we can get that $R_{\epsilon}(\tau, \omega)$ is well defined. Similarly to (3.34), we have

$$
\left(\left\|v_{\tau-t}\right\|^{2}+(1-\delta)\left\|\nabla u_{\tau-t}\right\|^{2}+\delta^{2}\left\|u_{\tau-t}\right\|^{2}+2 \mathcal{G}\left(u_{\tau-t}\right)\right) \mathrm{e}^{-\frac{\delta n}{2 p} t} \rightarrow 0, \text { as } t \rightarrow+\infty .
$$

Then we obtain that there exists $T_{2}=T_{2}(\tau, \omega, D)$ such that for any $t \geq T_{2}$

$$
\begin{align*}
& \left\|v\left(\tau-r, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2}+(1-\delta)\left\|\nabla u\left(\tau-r, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2} \\
& +\delta^{2}\left\|u\left(\tau-r, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2}+2 \mathcal{G}\left(u\left(\tau-r, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right) \\
\leq & 2 \mathrm{e}^{\frac{\delta \eta}{2 p} r} \mathcal{R}_{\epsilon}(\tau, \omega)+\frac{4 p}{\delta \eta} \rho_{2}(\nu)+\frac{4 p}{\delta \eta} \beta+\frac{4 p}{\delta \eta}\left\|\phi_{1}\right\|_{1}, \tag{3.42}
\end{align*}
$$

which along with (3.12) implies the result.
Choose a smooth function $\rho$ such that $0 \leq \rho(s) \leq 1$ for all $s \in \mathbb{R}$ and

$$
\rho(s)= \begin{cases}0, & |s| \leq 1, \\ 1, & |s| \geq 2\end{cases}
$$

Denote by $\psi(x)=\rho\left(\frac{|x|}{R}\right)$ for all $x \in \mathbb{R}^{N}$. Then we have $0 \leq \psi(x) \leq 1$ for all $x \in \mathbb{R}^{N}$ and

$$
\psi(x)= \begin{cases}0, & |x| \leq R,  \tag{3.43}\\ 1, & |x| \geq 2 R\end{cases}
$$

In addition, we can get that there exist positive constants $\kappa_{1}$ and $\kappa_{2}$ such that

$$
\begin{equation*}
|\nabla \psi(x)|^{2} \leq \frac{\kappa_{1}}{R^{2}},|\Delta \psi(x)| \leq \frac{\kappa_{2}}{R^{2}} . \tag{3.44}
\end{equation*}
$$

For any given $R>r_{0}$, let $B_{R}:=\left\{x \in \mathbb{R}^{N}:|x| \leq R\right\}$ and $B_{R}^{C}:=\mathbb{R}^{N} \backslash B_{R}$.

Lemma 3.5. Let assumptions (i)-(ii) hold. Then for any $\varepsilon>0, \tau \in \mathbb{R}, \omega \in \Omega$, and $D=\{D(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$, there exist $T_{3}=T_{3}(\tau, \varepsilon, \omega, D)>0$ and $R_{1}=R_{1}(\tau, \varepsilon, \omega)>r_{0}$, such that for all $t \geq T_{3}, R \geq R_{1}$, the solution $\varphi$ of problem (3.6)-(3.8) satisfies

$$
\left\|\varphi\left(\tau, \tau-t, \theta_{-\tau} \omega, \varphi_{\tau-t}\right)\right\|_{\mathcal{H}\left(B_{2 R}^{C}\right)}^{2} \leq \varepsilon
$$

where $\varphi_{\tau-t} \in D\left(\tau-t, \theta_{-t} \omega\right)$.
Proof. Using the multiplier $\varphi^{2} v$ in equation (3.6), we have

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|\psi v\|^{2}+\left(\nabla v, \nabla\left(\psi^{2} v\right)\right)+\epsilon\left(\nabla z\left(\theta_{t} \omega\right), \nabla\left(\psi^{2} v\right)\right)+(1-\delta)\left(\nabla u, \nabla\left(\psi^{2} v\right)\right) \\
& +\left(\delta^{2}-\delta\right)\left(u, \psi^{2} v\right)+(1-\delta)\|\psi v\|^{2}-\delta \epsilon\left(z\left(\theta_{t} \omega\right), \psi^{2} v\right) \\
= & \left(f(x), \psi^{2} v\right)-\left(g(x, u), \psi^{2} v\right) \tag{3.45}
\end{align*}
$$

By (3.7) and integration by parts, we can get

$$
\begin{align*}
&\left(\nabla u, \nabla\left(\psi^{2} v\right)\right)=(\nabla u, 2 \psi \nabla \psi v)+(\psi \nabla u, \psi \nabla v) \\
&=(\nabla u, 2 \psi \nabla \psi v)+\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|\psi \nabla u\|^{2}+\delta\|\psi \nabla u\|^{2}-\epsilon\left(\psi \nabla u, \psi \nabla z\left(\theta_{t} \omega\right)\right)  \tag{3.46}\\
&\left(u, \psi^{2} v\right)=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|\psi u\|^{2}+\delta\|\psi u\|^{2}-\epsilon\left(\psi u, \psi z\left(\theta_{t} \omega\right)\right)  \tag{3.47}\\
&\left(g(x, u), \psi^{2} v\right)=\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathbb{R}^{N}} \psi^{2} G(x, u) \mathrm{d} x+\delta\left(g(x, u), \psi^{2} u\right)-\epsilon\left(g(x, u), \psi^{2} z\left(\theta_{t} \omega\right)\right)  \tag{3.48}\\
&\left(\nabla v, \nabla\left(\psi^{2} v\right)\right)=(\nabla v, 2 \psi \nabla \psi v)+(\psi \nabla v, \psi \nabla v),  \tag{3.49}\\
&\left(\nabla z, \nabla\left(\psi^{2} v\right)\right)=\left(\psi \nabla z\left(\theta_{t} \omega\right), \psi \nabla v\right)+\left(\nabla z\left(\theta_{t} \omega\right), 2 \psi \nabla \psi v\right) . \tag{3.50}
\end{align*}
$$

Then we can get from (3.45)-(3.50) that

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\|\psi v\|^{2}+(1-\delta)\|\psi \nabla u\|^{2}+2 \int_{\mathbb{R}^{N}} \psi^{2} G(x, u) \mathrm{d} x+\left(\delta^{2}-\delta\right)\|\psi u\|^{2}\right) \\
& \quad+(\nabla v, 2 \psi \nabla \psi v)+\|\psi \nabla v\|^{2}+\epsilon\left(\psi \nabla z\left(\theta_{t} \omega\right), \psi \nabla v\right)+\epsilon\left(\nabla z\left(\theta_{t} \omega\right), 2 \psi \nabla \psi v\right) \\
& \quad+(1-\delta)(\nabla u, 2 \psi \nabla \psi v)+(1-\delta)\|\psi v\|^{2}+\delta\left(g(x, u), \psi^{2} u\right) \\
& \quad+(1-\delta) \delta\|\psi \nabla u\|^{2}+\delta\left(\delta^{2}-\delta\right)\|\psi u\|^{2} \\
& =\epsilon(1-\delta)\left(\psi \nabla u, \psi \nabla z\left(\theta_{t} \omega\right)\right)+\epsilon\left(\delta^{2}-\delta\right)\left(\psi u, \psi z\left(\theta_{t} \omega\right)\right)+\delta \epsilon\left(\psi z\left(\theta_{t} \omega\right), \psi v\right) \\
& \quad+\epsilon\left(g(x, u), \psi^{2} z\left(\theta_{t} \omega\right)\right)+\left(f(x), \psi^{2} v\right) \tag{3.51}
\end{align*}
$$

Set

$$
H_{1}(t):=\|\psi v\|^{2}+(1-\delta)\|\psi \nabla u\|^{2}+2 \int_{\mathbb{R}^{N}} \psi^{2} G(x, u) \mathrm{d} x+\left(\delta^{2}-\delta\right)\|\psi u\|^{2}
$$

Then by the Young inequality, assumption $\left(A_{5}\right)$ and some calculations, we can get from (3.51) that

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} H_{1}(t)+\frac{\delta c_{3}}{4}\|\psi u\|^{2}+\frac{3 \delta}{4}\left(g(x, u), \psi^{2} u\right)+\|\psi \nabla v\|^{2}+\delta(1-\delta)\|\psi \nabla u\|^{2}
$$

$$
\begin{align*}
& +\delta\left(\delta^{2}-\delta\right)\|\psi u\|^{2}+(1-\delta)\|\psi v\|^{2} \\
\leq & \frac{1}{2}\|\psi \nabla v\|^{2}+C\|\nabla \psi v\|^{2}+\epsilon C\left\|\psi \nabla z\left(\theta_{t} \omega\right)\right\|^{2}+\epsilon C\left\|\psi z\left(\theta_{t} \omega\right)\right\|^{2} \\
& +\delta\|\psi v\|^{2}+\frac{1}{2 \delta}\|\psi f\|^{2}+\epsilon\left(g(x, u), \psi^{2} z\left(\theta_{t} \omega\right)\right) \\
& +\frac{\delta}{2}(1-\delta)\|\psi \nabla u\|^{2}+\frac{\delta}{4}\left(\frac{c_{3}}{4}+\delta^{2}-\delta\right)\|\psi u\|^{2} . \tag{3.52}
\end{align*}
$$

Using assumption $\left(A_{2}\right)$, we have

$$
\begin{align*}
\epsilon\left(g(x, u), \psi^{2} z\left(\theta_{t} \omega\right)\right)= & \epsilon C \int_{\mathbb{R}^{N}}\left(|u|+|u|^{p}\right) \psi^{2} z\left(\theta_{t} \omega\right) \mathrm{d} x \\
\leq & \epsilon C \int_{\mathbb{R}^{N}} \psi^{2}|u|\left|z\left(\theta_{t} \omega\right)\right| \mathrm{d} x+\epsilon C \int_{\mathbb{R}^{N}} \psi^{2}\left|z\left(\theta_{t} \omega\right) \| u\right|^{p} \mathrm{~d} x \\
\leq & \frac{\delta}{4}\left(\frac{c_{3}}{4}+\delta^{2}-\delta\right)\|\psi u\|^{2}+\epsilon C\left\|\psi z\left(\theta_{t} \omega\right)\right\|^{2} \\
& +\epsilon C\left(\int_{\mathbb{R}^{N}} \psi^{2}|u|^{p+1} \mathrm{~d} x\right)^{\frac{p}{p+1}}\left(\int_{\mathbb{R}^{N}} \psi^{2}\left|z\left(\theta_{t} \omega\right)\right|^{p+1} \mathrm{~d} x\right)^{\frac{1}{p+1}} \\
\leq & \frac{\delta}{4}\left(\frac{c_{3}}{4}+\delta^{2}-\delta\right)\|\psi u\|^{2}+\epsilon C\left\|\psi z\left(\theta_{t} \omega\right)\right\|^{2} \\
& +\frac{\delta c_{5}}{4} \int_{\mathbb{R}^{N}} \psi^{2}|u|^{p+1} \mathrm{~d} x+\epsilon C \int_{\mathbb{R}^{N}} \psi^{2}\left|z\left(\theta_{t} \omega\right)\right|^{p+1} \mathrm{~d} x \tag{3.53}
\end{align*}
$$

Therefore, by assumption $\left(A_{6}\right)$, we have

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} H_{1}(t)+\frac{\delta}{2}\left(g(x, u), \psi^{2} u\right)+\frac{1}{2}\|\psi \nabla v\|^{2}+\frac{\delta}{2}(1-\delta)\|\psi \nabla u\|^{2} \\
& +\frac{\delta}{2}\left(\frac{c_{3}}{4}+\delta^{2}-\delta\right)\|\psi u\|^{2}+(1-2 \delta)\|\psi v\|^{2} \\
\leq & \frac{C}{R^{2}}\|v\|^{2}+\epsilon C\left(\left\|\psi \nabla z\left(\theta_{t} \omega\right)\right\|^{2}+\left\|\psi z\left(\theta_{t} \omega\right)\right\|^{2}\right) \\
& +\frac{1}{2 \delta}\|\psi f\|^{2}+\epsilon C \int_{\mathbb{R}^{N}} \psi^{2}\left|z\left(\theta_{t} \omega\right)\right|^{p+1} \mathrm{~d} x+\left\|\psi \phi_{1}\right\|_{1} . \tag{3.54}
\end{align*}
$$

Denote by
$K_{1}(t)=\frac{\delta}{2}(1-\delta)\|\psi \nabla u\|^{2}+\frac{\delta}{2}\left(\frac{c_{3}}{4}+\delta^{2}-\delta\right)\|\psi u\|^{2}+(1-2 \delta)\|\psi v\|^{2}+\frac{\delta}{2}\left(g(x, u), \psi^{2} u\right)$.
Then, for any $0<\eta<\frac{2 c_{3}}{c_{4}+2 c_{3}}$, we have

$$
\begin{align*}
K_{1}(t)-\frac{\eta \delta}{4} H_{1}(t) \geq & \left(1-2 \delta-\frac{\eta \delta}{4}\right)\|\psi v\|^{2}+\frac{\delta}{2}(1-\delta)\left(1-\frac{\eta}{2}\right)\|\psi \nabla u\|^{2} \\
& +\frac{\delta}{2} \int_{\mathbb{R}^{N}} \psi^{2} g(x, u) u-\eta \psi^{2} G(x, u) \mathrm{d} x \\
\geq & \frac{\delta}{2} \int_{\mathbb{R}^{N}} \psi^{2} g(x, u) u-\eta \psi^{2} G(x, u) \mathrm{d} x \tag{3.55}
\end{align*}
$$

Actually, we can obtain that

$$
\int_{\mathbb{R}^{N}} \psi^{2} g(x, u) u-\eta \psi^{2} G(x, u) \mathrm{d} x \geq 0, \text { for all } \eta \in\left(0, \frac{2 c_{3}}{c_{4}+2 c_{3}}\right)
$$

Notice that $R>r_{0}$. Then by assumption $\left(A_{5}\right)$ and $\eta<\frac{2 c_{3}}{c_{4}+2 c_{3}}$, we can get that

$$
\begin{aligned}
g(x, u) u-\eta G(x, u) & =\eta(g(x, u) u-G(x, u))+(1-\eta) g(x, u) u \\
& =\eta \int_{0}^{u} g(x, u)-g(x, s) \mathrm{d} s+(1-\eta) g(x, u) u \\
& \geq-\frac{c_{4}}{2} \eta u^{2}+(1-\eta) c_{3} u^{2} \geq 0
\end{aligned}
$$

Hence, we have

$$
K_{1}(t)-\frac{\eta \delta}{4} H_{1}(t) \geq 0
$$

which along with (3.54) implies that

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} H_{1}(t)+\frac{\delta \eta}{2} H_{1}(t) \leq & \frac{C}{R^{2}}\|v\|^{2}+\epsilon C\left(\left\|\psi \nabla z\left(\theta_{t} \omega\right)\right\|^{2}+\left\|\psi z\left(\theta_{t} \omega\right)\right\|^{2}\right) \\
& +\frac{1}{\delta}\|\psi f\|^{2}+\epsilon C \int_{\mathbb{R}^{N}} \psi^{2}\left|z\left(\theta_{t} \omega\right)\right|^{p+1} \mathrm{~d} x+2\left\|\psi \phi_{1}\right\|_{1} \\
\leq & \frac{C}{R^{2}}\|v\|^{2}+\epsilon C\|\psi h\|_{H^{1}}^{2}\left|y\left(\theta_{t} \omega\right)\right|^{2}+2\left\|\psi \phi_{1}\right\|_{1} \\
& +\frac{1}{\delta}\|\psi f\|^{2}+\epsilon C\left|y\left(\theta_{t} \omega\right)\right|^{p+1} \int_{\mathbb{R}^{N}} \psi^{2}|h|^{p+1} \mathrm{~d} x . \tag{3.56}
\end{align*}
$$

By the similar way as the derivation of (3.32), we can obtain that

$$
\begin{align*}
& \left\|\psi v\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2}+(1-\delta)\left\|\psi \nabla u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2} \\
& +2 \int_{\mathbb{R}^{N}} \psi^{2} G\left(x, u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right) \mathrm{d} x+\left(\delta^{2}-\delta\right)\left\|\psi u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2} \\
\leq & \left(\left\|v_{\tau-t}\right\|^{2}+(1-\delta)\left\|\nabla u_{\tau-t}\right\|^{2}+2 \int_{\mathbb{R}^{N}} \psi^{2} G\left(x, u_{\tau-t}\right) \mathrm{d} x\right. \\
& \left.+\left(\delta^{2}-\delta\right)\left\|u_{\tau-t}\right\|^{2}\right) \mathrm{e}^{-\frac{\eta \delta}{2} t}+\frac{4}{\delta \eta}\left\|\psi \phi_{1}\right\|_{1} \\
& +\epsilon C \int_{\mathbb{R}^{N}} \psi^{2}|h|^{p+1} \mathrm{~d} x \int_{-t}^{0} \mathrm{e}^{\frac{\eta \delta}{2} s}\left|y\left(\theta_{s} \omega\right)\right|^{p+1} \mathrm{~d} s+\epsilon C\|\psi h\|_{H^{1}}^{2} \int_{-t}^{0} \mathrm{e}^{\frac{\eta \delta}{2} s}\left|y\left(\theta_{s} \omega\right)\right|^{2} \mathrm{~d} s \\
& +\frac{C}{R^{2}} \int_{\tau-t}^{\tau} \mathrm{e}^{\frac{\eta \delta}{2} s}\left\|v\left(s, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2} \mathrm{~d} s+\frac{1}{\delta} \int_{-t}^{0} \mathrm{e}^{\frac{\eta \delta}{2} s}\|\psi f(s+\tau)\|^{2} \mathrm{~d} s . \tag{3.57}
\end{align*}
$$

Since $\varphi_{\tau-t} \in D\left(\tau-t, \theta_{-t} \omega\right)$, by assumptions $\left(A_{2}\right)$, the embedding $H^{1}\left(\mathbb{R}^{N}\right) \hookrightarrow$ $L^{p+1}\left(\mathbb{R}^{N}\right)$, and the tempered property of $D$, we can get that

$$
\begin{align*}
& \left(\left\|v_{\tau-t}\right\|^{2}+(1-\delta)\left\|\nabla u_{\tau-t}\right\|^{2}+2 \int_{\mathbb{R}^{N}} \psi^{2} G\left(x, u_{\tau-t}\right) \mathrm{d} x\right. \\
& \left.+\left(\delta^{2}-\delta\right)\left\|u_{\tau-t}\right\|^{2}\right) \mathrm{e}^{-\frac{\eta \delta}{2} t} \rightarrow 0, \text { as } t \rightarrow+\infty \tag{3.58}
\end{align*}
$$

On the other hand, note that $h \in H^{2}\left(\mathbb{R}^{N}\right), H^{2}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{p+1}\left(\mathbb{R}^{N}\right), \phi_{1} \in L^{1}\left(\mathbb{R}^{N}\right)$ and $\left|y\left(\theta_{t} \omega\right)\right|$ is tempered. Therefore, by (3.18) and assumption (ii), we can get that for any $\varepsilon>0$, there exist $T_{3}=T_{3}(\tau, \varepsilon, \omega, D)>0$ and $R_{1}=R_{1}(\tau, \varepsilon, \omega)>r_{0}$ such that for any $t \geq T_{3}$ and $R \geq R_{1}$,

$$
\left\|\psi v\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2}+(1-\delta)\left\|\psi \nabla u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2}
$$

$$
+2 \int_{\mathbb{R}^{N}} \psi^{2} G\left(x, u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right) \mathrm{d} x+\left(\delta^{2}-\delta\right)\left\|\psi u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2}
$$

$$
\begin{equation*}
\leq \varepsilon \tag{3.59}
\end{equation*}
$$

Let $\alpha_{2}=\delta^{2}$. Then by (3.15), we get

$$
\begin{aligned}
& \left\|\psi v\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2}+(1-\delta)\left\|\psi \nabla u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2} \\
& \quad+2 \int_{\mathbb{R}^{N}} \psi^{2} G\left(x, u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right) \mathrm{d} x+\left(\delta^{2}-\delta\right)\left\|\psi u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2} \\
& \geq\left\|\psi v\left(\tau, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2}+(1-\delta)\left\|\psi \nabla u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2} \\
& \quad+\left(c_{3}+\delta^{2}-\delta\right)\left\|\psi u\left(\tau, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2} \\
& \geq \alpha_{2}\left\|\psi \varphi\left(\tau, \tau-t, \theta_{-\tau} \omega, \varphi_{\tau-t}\right)\right\|_{\mathcal{H}}^{2}
\end{aligned}
$$

which along with (3.59) implies the result.
Denote by $\tilde{\rho}(s)=1-\rho(s)$ for $s \in \mathbb{R}$ and $\tilde{\psi}=\tilde{\rho}\left(\frac{|x|}{R}\right)$ for all $x \in \mathbb{R}^{N}$. Set

$$
\left\{\begin{array}{l}
\tilde{u}\left(t, \tau, \omega, \tilde{u}_{0}\right)=\tilde{\psi} u\left(t, \tau, \omega, u_{0}\right)  \tag{3.60}\\
\tilde{v}\left(t, \tau, \omega, \tilde{v}_{0}\right)=\tilde{\psi} v\left(t, \tau, \omega, v_{0}\right)
\end{array}\right.
$$

where $(u, v)$ is the solution of problem (3.6)-(3.8). Notice that $\tilde{\varphi}=(\tilde{u}, \tilde{v})$ satisfies the following equations in bounded domain $B_{2 R}$ :

$$
\begin{align*}
& \quad \frac{\mathrm{d} \tilde{v}}{\mathrm{~d} t}-\Delta \tilde{v}-\epsilon \tilde{\psi} \Delta z\left(\theta_{t} \omega\right)-(1-\delta) \Delta \tilde{u}+\left(\delta^{2}-\delta\right) \tilde{u}+(1-\delta) \tilde{v} \\
& =-\tilde{\psi} g+\epsilon \delta \tilde{\psi} z\left(\theta_{t} \omega\right)+\tilde{\psi} f-\Delta \tilde{\psi} v-2 \nabla \tilde{\psi} \nabla v-(1-\delta)(\Delta \tilde{\psi} u+2 \nabla \tilde{\psi} \nabla u),  \tag{3.61}\\
& \frac{\mathrm{d} \tilde{u}}{\mathrm{~d} t}=\tilde{v}-\delta \tilde{u}+\epsilon \tilde{\psi} z\left(\theta_{t} \omega\right) \tag{3.62}
\end{align*}
$$

with boundary condition

$$
\tilde{u}=\tilde{v}=0 \text { for }|x|=2 R
$$

Let $\left\{\mathrm{e}_{k}\right\}_{k=1}^{\infty}$ be an orthonormal basis of $L^{2}\left(B_{2 R}\right)$ such that

$$
\begin{equation*}
-\Delta \mathrm{e}_{k}=\lambda_{k} \mathrm{e}_{k} \tag{3.63}
\end{equation*}
$$

with zero boundary condition in $B_{2 R}$, where

$$
0<\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{k} \leq \cdots, \lambda_{k} \rightarrow+\infty, \text { as } k \rightarrow+\infty
$$

Let $P_{n}: L^{2}\left(B_{2 R}\right) \mapsto X_{n}$ be the orthogonal projection operator from $L^{2}\left(B_{2 R}\right)$ onto the space $X_{n}=\operatorname{span}\left\{\mathrm{e}_{1}, \mathrm{e}_{2}, \cdots, \mathrm{e}_{n}\right\}$.
Lemma 3.6. Let assumptions (i)-(ii) hold. Then for any $\varepsilon>0, \tau \in \mathbb{R}, \omega \in \Omega$ and $D=\{D(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$, there exist $R_{2}=R_{2}(\tau, \varepsilon, \omega) \geq 1, T_{4}=$ $T_{4}(\tau, \varepsilon, \omega, D)>0$ and $N_{1}=N_{1}(\tau, \varepsilon) \geq 1$ such that for any $R \geq R_{2}, t \geq T_{4}$ and $n \geq N_{1}$,

$$
\left\|\left(I-P_{n}\right) \tilde{\varphi}\left(\tau, \tau-t, \theta_{-\tau} \omega, \tilde{\varphi}_{\tau-t}\right)\right\|_{\mathcal{H}\left(B_{2 R}\right)}^{2} \leq \varepsilon
$$

with $\tilde{\varphi}_{\tau-t}=\tilde{\psi} \varphi_{\tau-t} \in D\left(\tau-t, \theta_{-t} \omega\right)$.

Proof. Set $\tilde{u}_{n, 1}=P_{n} \tilde{u}, \tilde{u}_{n, 2}=\left(I-P_{n}\right) \tilde{u}, \tilde{v}_{n, 1}=P_{n} \tilde{v}, \tilde{v}_{n, 2}=\left(I-P_{n}\right) \tilde{v}$. Applying operator $\left(I-P_{n}\right)$ to (3.61)-(3.62), we can obtain

$$
\begin{align*}
& \quad \frac{\mathrm{d} \tilde{v}_{n, 2}}{\mathrm{~d} t}-\Delta \tilde{v}_{n, 2}-\epsilon\left(I-P_{n}\right) \tilde{\psi} \Delta z\left(\theta_{t} \omega\right)-(1-\delta) \Delta \tilde{u}_{n, 2}+\left(\delta^{2}-\delta\right) \tilde{u}_{n, 2} \\
& \quad+(1-\delta) \tilde{v}_{n, 2}-\epsilon\left(I-P_{n}\right) \delta \tilde{\psi} z\left(\theta_{t} \omega\right)+\left(I-P_{n}\right) \tilde{\psi} g \\
& =\left(I-P_{n}\right) \tilde{\psi} f-\left(I-P_{n}\right) \Delta \tilde{\psi} v-2\left(I-P_{n}\right) \nabla \tilde{\psi} \nabla v \\
& \quad-\left(I-P_{n}\right)(1-\delta)(\Delta \tilde{\psi} u+2 \nabla \tilde{\psi} \nabla u)  \tag{3.64}\\
& \frac{\mathrm{d} \tilde{u}_{n, 2}}{\mathrm{~d} t}=\tilde{v}_{n, 2}-\delta \tilde{u}_{n, 2}+\epsilon\left(I-P_{n}\right) \tilde{\psi} z\left(\theta_{t} \omega\right) . \tag{3.65}
\end{align*}
$$

Using the multiplier $\tilde{v}_{n, 2}$ in equation (3.64) and then adding $\delta\left(\tilde{u}_{n, 2}, \frac{\mathrm{~d}}{\mathrm{~d} t} \tilde{u}_{n, 2}\right)$ to the both sides of the equation, we have

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\left\|\tilde{v}_{n, 2}\right\|^{2}+(1-\delta)\left\|\nabla \tilde{u}_{n, 2}\right\|^{2}+\delta^{2}\left\|\tilde{u}_{n, 2}\right\|^{2}\right)+\left\|\nabla \tilde{v}_{n, 2}\right\|^{2} \\
& +\frac{3 \delta(1-\delta)}{4}\left\|\nabla \tilde{u}_{n, 2}\right\|^{2}+\frac{\delta(1-\delta) \lambda_{n}}{4}\left\|\tilde{u}_{n, 2}\right\|^{2}+\delta^{3}\left\|\tilde{u}_{n, 2}\right\|^{2} \\
& +(1-\delta)\left\|\tilde{v}_{n, 2}\right\|^{2}-(1-\delta) \epsilon\left(\nabla \tilde{u}_{n, 2}, \nabla\left(\tilde{\psi} z\left(\theta_{t} \omega\right)\right)\right) \\
& -\left(\delta^{2}-\delta\right) \epsilon\left(\tilde{u}_{n, 2}, \tilde{\psi} z\left(\theta_{t} \omega\right)\right)-\epsilon\left(\delta \tilde{\psi} z\left(\theta_{t} \omega\right), \tilde{v}_{n, 2}\right)+\left(\tilde{\psi} g, \tilde{v}_{n, 2}\right) \\
= & \left(\tilde{\psi} f, \tilde{v}_{n, 2}\right)-\left(\Delta \tilde{\psi} v, \tilde{v}_{n, 2}\right)-2\left(\nabla \tilde{\psi} \nabla v, \tilde{v}_{n, 2}\right) \\
& +\epsilon\left(\tilde{\psi} \Delta z\left(\theta_{t} \omega\right), \tilde{v}_{n, 2}\right)-(1-\delta)\left(\Delta \tilde{\psi} u+2 \nabla \tilde{\psi} \nabla u, \tilde{v}_{n, 2}\right) \\
& +\delta\left(\tilde{u}_{n, 2}, \tilde{v}_{n, 2}\right)+\delta \epsilon\left(\tilde{u}_{n, 2}, \tilde{\psi} z\left(\theta_{t} \omega\right)\right) . \tag{3.66}
\end{align*}
$$

Since $\lambda_{n} \rightarrow+\infty$, we can choose $\tilde{N}_{1} \geq 1$ such that for any $n \geq \tilde{N}_{1}, \lambda_{n} \geq 4$. Thus it follows from (3.66) that

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\left\|\tilde{v}_{n, 2}\right\|^{2}+(1-\delta)\left\|\nabla \tilde{u}_{n, 2}\right\|^{2}+\delta^{2}\left\|\tilde{u}_{n, 2}\right\|^{2}\right)+\left\|\nabla \tilde{v}_{n, 2}\right\|^{2} \\
& \quad+\frac{3 \delta(1-\delta)}{4}\left\|\nabla \tilde{u}_{n, 2}\right\|^{2}+\delta\left(1+\delta^{2}-\delta\right)\left\|\tilde{u}_{n, 2}\right\|^{2} \\
& \quad+(1-\delta)\left\|\tilde{v}_{n, 2}\right\|^{2}-(1-\delta) \epsilon\left(\nabla \tilde{u}_{n, 2}, \nabla\left(\tilde{\psi} z\left(\theta_{t} \omega\right)\right)\right) \\
& -\left(\delta^{2}-\delta\right) \epsilon\left(\tilde{u}_{n, 2}, \tilde{\psi} z\left(\theta_{t} \omega\right)\right)-\epsilon\left(\delta \tilde{\psi} z\left(\theta_{t} \omega\right), \tilde{v}_{n, 2}\right)+\left(\tilde{\psi} g, \tilde{v}_{n, 2}\right) \\
& =\left(\tilde{\psi} f, \tilde{v}_{n, 2}\right)-\left(\Delta \tilde{\psi} v, \tilde{v}_{n, 2}\right)-2\left(\nabla \tilde{\psi} \nabla v, \tilde{v}_{n, 2}\right) \\
& \quad+\epsilon\left(\tilde{\psi} \Delta z\left(\theta_{t} \omega\right), \tilde{v}_{n, 2}\right)-(1-\delta)\left(\Delta \tilde{\psi} u+2 \nabla \tilde{\psi} \nabla u, \tilde{v}_{n, 2}\right) \\
& \quad+\delta\left(\tilde{u}_{n, 2}, \tilde{v}_{n, 2}\right)+\delta \epsilon\left(\tilde{u}_{n, 2}, \tilde{\psi} z\left(\theta_{t} \omega\right)\right) . \tag{3.67}
\end{align*}
$$

By the Gagliardo-Nirenberg inequality, the Cauchy inequality and assumption $\left(A_{2}\right)$, we can obtain that

$$
\begin{aligned}
\left(\tilde{\psi} g, \tilde{v}_{n, 2}\right) & \leq C \int_{\mathbb{R}^{N}}\left|g_{u}^{\prime}(x, \theta u) u\right|\left|\tilde{v}_{n, 2}\right| \mathrm{d} x \\
& \leq C \int_{\mathbb{R}^{N}}\left(|u|+|u|^{p}\right)\left|\tilde{v}_{n, 2}\right| \mathrm{d} x \\
& \leq C \int_{\mathbb{R}^{N}}|u|\left|\tilde{v}_{n, 2}\right| \mathrm{d} x+C\left(\int_{\mathbb{R}^{N}}|u|^{p+1} \mathrm{~d} x\right)^{\frac{p}{p+1}}\left(\int_{\mathbb{R}^{N}}\left|\tilde{v}_{n, 2}\right|^{p+1} \mathrm{~d} x\right)^{\frac{1}{p+1}}
\end{aligned}
$$

$$
\begin{align*}
& \leq C\|u\|\left\|\tilde{v}_{n, 2}\right\|+C\|u\|_{p+1}^{p}\left\|\tilde{v}_{n, 2}\right\|_{p+1} \\
& \leq C \lambda_{n}^{-\frac{1}{2}}\|u\|\left\|\nabla \tilde{v}_{n, 2}\right\|+C\|u\|_{H^{1}}^{p}\left\|\nabla \tilde{v}_{n, 2}\right\|^{\frac{N(p+1)-2 N}{2(p+1)}}\left\|\tilde{v}_{n, 2}\right\|^{\frac{2 N+(2-N)(p+1)}{2(p+1)}} \\
& \leq C \lambda_{n}^{-1}\|u\|^{2}+\frac{1}{4}\left\|\nabla \tilde{v}_{n, 2}\right\|^{2}+C \lambda_{n}^{-\frac{2 N+(2-N)(p+1)}{(p+1)}}\|u\|_{H^{1}}^{2 p}+\frac{1}{4}\left\|\nabla \tilde{v}_{n, 2}\right\|^{2}, \tag{3.68}
\end{align*}
$$

where $0<\theta<1$. By using the Cauchy inequality, (3.68), (3.44), we can obtain from (3.67) that

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\left\|\tilde{v}_{n, 2}\right\|^{2}+(1-\delta)\left\|\nabla \tilde{u}_{n, 2}\right\|^{2}+\delta^{2}\left\|\tilde{u}_{n, 2}\right\|^{2}\right) \\
& \quad+\frac{\delta}{2}(1-\delta)\left\|\nabla \tilde{u}_{n, 2}\right\|^{2}+\left(\frac{1}{2}-2 \delta\right)\left\|\tilde{v}_{n, 2}\right\|^{2}+\frac{\delta}{2}\left(1+\delta^{2}-2 \delta\right)\left\|\tilde{u}_{n, 2}\right\|^{2} \\
& \leq \epsilon C\left\|\left(I-P_{n}\right) \nabla\left(\tilde{\psi} z\left(\theta_{t} \omega\right)\right)\right\|^{2}+\epsilon C\left\|\left(I-P_{n}\right) \tilde{\psi} z\left(\theta_{t} \omega\right)\right\|^{2}+\epsilon C\left\|\left(I-P_{n}\right) \tilde{\psi} \Delta z\left(\theta_{t} \omega\right)\right\|^{2} \\
& \quad+C\left\|\left(I-P_{n}\right) \tilde{\psi} f\right\|^{2}+C \lambda_{n}^{-1}\|u\|^{2}+\frac{C}{R^{4}}\|v\|^{2}+\frac{C}{R^{2}}\|\nabla v\|^{2} \\
& \quad+C \lambda_{n}^{-\frac{2 N+(2-N(p+1)}{(p+1)}}\|u\|_{H^{1}}^{2 p}+\frac{C}{R^{4}}\|u\|^{2}+\frac{C}{R^{2}}\|\nabla u\|^{2} . \tag{3.69}
\end{align*}
$$

Setting

$$
\begin{aligned}
& H_{2}(t)=\left\|\tilde{v}_{n, 2}\right\|^{2}+(1-\delta)\left\|\nabla \tilde{u}_{n, 2}\right\|^{2}+\delta^{2}\left\|\tilde{u}_{n, 2}\right\|^{2}, \\
& K_{2}(t)=\frac{\delta}{2}(1-\delta)\left\|\nabla \tilde{u}_{n, 2}\right\|^{2}+\left(\frac{1}{2}-2 \delta\right)\left\|\tilde{v}_{n, 2}\right\|^{2}+\frac{\delta}{2}\left(1+\delta^{2}-2 \delta\right)\left\|\tilde{u}_{n, 2}\right\|^{2},
\end{aligned}
$$

we have

$$
K_{2}(t)-\frac{\delta}{2} H_{2}(t) \geq 0 .
$$

Then, (3.69) yields

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} H_{2}(t)+\delta H_{2}(t) \\
& \leq \epsilon C\left\|\left(I-P_{n}\right) \nabla \tilde{\psi} z\left(\theta_{t} \omega\right)\right\|^{2}+\epsilon C\left\|\left(I-P_{n}\right) \tilde{\psi} \nabla z\left(\theta_{t} \omega\right)\right\|^{2}+\epsilon C\left\|\left(I-P_{n}\right) \tilde{\psi} z\left(\theta_{t} \omega\right)\right\|^{2} \\
& \quad+\epsilon C\left\|\left(I-P_{n}\right) \tilde{\psi} \Delta z\left(\theta_{t} \omega\right)\right\|^{2}+C\left\|\left(I-P_{n}\right) \tilde{\psi} f\right\|^{2} \\
& \quad+C \lambda_{n}^{-1}\|u\|^{2}+C \lambda_{n}^{-\frac{2 N+(2-N)(p+1)}{(p+1)}\|u\|_{H^{1}}^{2 p}} \\
& \quad+\frac{C}{R^{2}}\left(\|u\|^{2}+\|\nabla u\|^{2}+\|v\|^{2}\right)+\frac{C}{R^{2}}\|\nabla v\|^{2} . \tag{3.70}
\end{align*}
$$

Similar to the proof of (3.32), we can get

$$
\begin{aligned}
& \left\|\tilde{v}_{n, 2}\left(\tau, \tau-t, \theta_{-\tau} \omega, \tilde{v}_{\tau-t}\right)\right\|^{2}+(1-\delta)\left\|\nabla \tilde{u}_{n, 2}\left(\tau, \tau-t, \theta_{-\tau} \omega, \tilde{u}_{\tau-t}\right)\right\|^{2} \\
& +\delta^{2}\left\|\tilde{u}_{n, 2}\left(\tau, \tau-t, \theta_{-\tau} \omega, \tilde{u}_{\tau-t}\right)\right\|^{2} \\
\leq & \left(\left\|v_{\tau-t}\right\|^{2}+(1-\delta)\left\|\nabla u_{\tau-t}\right\|^{2}+\delta^{2}\left\|u_{\tau-t}\right\|^{2}\right) \mathrm{e}^{-\delta t} \\
& +C\left\|\left(I-P_{n}\right) h(x)\right\|_{H^{2}\left(B_{2 R}\right)}^{2} \int_{-t}^{0} \mathrm{e}^{\delta s}\left|y\left(\theta_{s} \omega\right)\right|^{2} \mathrm{~d} s+\frac{C}{R^{2}}\|h(x)\|^{2} \int_{-t}^{0} \mathrm{e}^{\delta s}\left|y\left(\theta_{s} \omega\right)\right|^{2} \mathrm{~d} s \\
& +C \int_{-t}^{0} \mathrm{e}^{\delta s}\left\|\left(I-P_{n}\right) \tilde{\psi} f(s+\tau)\right\|^{2} \mathrm{~d} s
\end{aligned}
$$

$$
\begin{align*}
& +\frac{C}{R^{2}} \int_{\tau-t}^{\tau} \mathrm{e}^{\delta(s-\tau)}\left\|\nabla v\left(s, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2} \mathrm{~d} s \\
& +\frac{C}{R^{2}} \int_{\tau-t}^{\tau} \mathrm{e}^{\delta(s-\tau)}\left\|\varphi\left(s, \tau-t, \theta_{-\tau} \omega, \varphi_{\tau-t}\right)\right\|_{\mathcal{H}}^{2} \mathrm{~d} s \\
& +C \lambda_{n}^{-\frac{2 N+(2-N)(p+1)}{(p+1)}} \int_{\tau-t}^{\tau} \mathrm{e}^{\delta(s-\tau)}\left\|u\left(s, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|_{H^{1}}^{2 p} \mathrm{~d} s \\
& +C \lambda_{n}^{-1} \int_{\tau-t}^{\tau} \mathrm{e}^{\delta(s-\tau)}\left\|u\left(s, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2} \mathrm{~d} s \tag{3.71}
\end{align*}
$$

Since $h \in H_{\tilde{R}}^{2}\left(\mathbb{R}^{N}\right)$ and $\lambda_{n} \rightarrow+\infty$ as $n \rightarrow \infty$, we can get that for any $\varepsilon>0$, there exist $\tilde{R}=\tilde{R}(\varepsilon) \geq 1$ and $\tilde{N}_{2}=\tilde{N}_{2}(\varepsilon) \geq 1$ such that for any $R \geq \tilde{R}$ and $n \geq \tilde{N}_{2}$

$$
\begin{align*}
& \left\|\tilde{v}_{n, 2}\left(\tau, \tau-t, \theta_{-\tau} \omega, \tilde{v}_{\tau-t}\right)\right\|^{2}+(1-\delta)\left\|\nabla \tilde{u}_{n, 2}\left(\tau, \tau-t, \theta_{-\tau} \omega, \tilde{u}_{\tau-t}\right)\right\|^{2} \\
& +\delta^{2}\left\|\tilde{u}_{n, 2}\left(\tau, \tau-t, \theta_{-\tau} \omega, \tilde{u}_{\tau-t}\right)\right\|^{2} \\
\leq & \left(\left\|v_{\tau-t}\right\|^{2}+(1-\delta)\left\|\nabla u_{\tau-t}\right\|^{2}+\delta^{2}\left\|u_{\tau-t}\right\|^{2}\right) \mathrm{e}^{-\delta t} \\
& +\varepsilon \int_{\tau-t}^{\tau} \mathrm{e}^{\delta(s-\tau)}\left\|u\left(s, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|_{H^{1}}^{2 p} \mathrm{~d} s \\
& +\varepsilon \int_{\tau-t}^{\tau} \mathrm{e}^{\delta(s-\tau)}\left\|u\left(s, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2} \mathrm{~d} s \\
& +\varepsilon \int_{\tau-t}^{\tau} \mathrm{e}^{\delta(s-\tau)}\left\|\nabla v\left(s, \tau-t, \theta_{-\tau} \omega, v_{\tau-t}\right)\right\|^{2} \mathrm{~d} s \\
& +\varepsilon \int_{\tau-t}^{\tau} \mathrm{e}^{\delta(s-\tau)}\left\|\varphi\left(s, \tau-t, \theta_{-\tau} \omega, \varphi_{\tau-t}\right)\right\|_{\mathcal{H}}^{2} \mathrm{~d} s \\
& +C \int_{-\infty}^{0} \mathrm{e}^{\delta s}\left\|\left(I-P_{n}\right) \tilde{\psi} f(s+\tau)\right\|^{2} \mathrm{~d} s+\varepsilon \int_{-\infty}^{0} \mathrm{e}^{\delta s}\left|y\left(\theta_{s} \omega\right)\right|^{2} \mathrm{~d} s . \tag{3.72}
\end{align*}
$$

We now estimate every term on the right-hand side of (3.72). For the first term, similarly to (3.34), we can obtain that there exists $\tilde{T}=\tilde{T}(\tau, \omega, D, \varepsilon)>0$ such that for any $t \geq \tilde{T}$

$$
\begin{equation*}
\left(\left\|v_{\tau-t}\right\|^{2}+(1-\delta)\left\|\nabla u_{\tau-t}\right\|^{2}+\delta^{2}\left\|u_{\tau-t}\right\|^{2}\right) \mathrm{e}^{-\delta t}<\varepsilon \tag{3.73}
\end{equation*}
$$

For the second term on the right-hand side of (3.72), applying Lemma 3.4, we can get that there exists $\tilde{T}_{1}=\tilde{T}_{1}(\tau, \omega, D)>0$ such that for all $t \geq \tilde{T}_{1}$

$$
\begin{align*}
& \varepsilon \int_{\tau-t}^{\tau} \mathrm{e}^{\delta(s-\tau)}\left\|u\left(s, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|_{H^{1}}^{2 p} \mathrm{~d} s \\
\leq & \varepsilon \int_{0}^{t} \mathrm{e}^{-\delta s}\left\|u\left(\tau-s, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|_{H^{1}}^{2 p} \mathrm{~d} s \\
\leq & \varepsilon C\left(\int_{0}^{t} \mathrm{e}^{-\delta s} M_{2}^{p} \mathrm{~d} s+M_{2}^{p} \mathcal{R}_{2, \epsilon}^{p}(\tau, \omega) \int_{0}^{t} \mathrm{e}^{-\delta s} \mathrm{e}^{\frac{\delta \eta}{2} s} \mathrm{~d} s\right) \\
\leq & \varepsilon C\left(1+\mathcal{R}_{2, \epsilon}^{p}(\tau, \omega)\right) . \tag{3.74}
\end{align*}
$$

Also, by Lemma 3.3 we can get that there exists $\tilde{T}_{2}=\tilde{T}_{2}(\tau, \omega, D)>0$ such that for all $t \geq \tilde{T}_{2}$

$$
\varepsilon \int_{\tau-t}^{\tau} \mathrm{e}^{\delta(s-\tau)}\left\|\nabla v\left(s, \theta_{s} \omega, v_{\tau-t}\right)\right\|^{2} \mathrm{~d} s+\varepsilon \int_{\tau-t}^{\tau} \mathrm{e}^{\delta(s-\tau)}\left\|\varphi\left(s, \tau-t, \theta_{-\tau} \omega, \varphi_{\tau-t}\right)\right\|_{\mathcal{H}}^{2} \mathrm{~d} s
$$

$$
\begin{align*}
& +\varepsilon \int_{\tau-t}^{\tau} \mathrm{e}^{\delta(s-\tau)}\left\|u\left(s, \tau-t, \theta_{-\tau} \omega, u_{\tau-t}\right)\right\|^{2} \mathrm{~d} s \\
\leq & 3 \varepsilon \mathcal{R}_{1, \epsilon}(\tau, \omega) . \tag{3.75}
\end{align*}
$$

For the second to the last term on the right-hand side of (3.72), by assumption (ii) we can get that

$$
\int_{-\infty}^{0} \mathrm{e}^{\delta s}\|\tilde{\psi} f(s+\tau)\|^{2} \mathrm{~d} s<+\infty .
$$

Therefore, by the Lebesgue dominated convergence theorem one can get that

$$
\int_{-\infty}^{0} \mathrm{e}^{\delta s}\left\|\left(I-P_{n}\right) \tilde{\psi} f(s+\tau)\right\|^{2} \mathrm{~d} s \rightarrow 0 \text { as } n \rightarrow+\infty,
$$

which implies that there exists $\tilde{N}_{3}=\tilde{N}_{3}(\tau, \varepsilon) \geq 1$ such that for all $n \geq \tilde{N}_{3}$,

$$
\begin{equation*}
\int_{-\infty}^{0} \mathrm{e}^{\delta s}\left\|\left(I-P_{n}\right) \tilde{\psi} f(s+\tau)\right\|^{2} \mathrm{~d} s<\varepsilon . \tag{3.76}
\end{equation*}
$$

Substituting the estimates (3.73)-(3.76) to (3.72), we obtain the result.
We are now in the position to prove the pullback asymptotic compactness for $\Psi_{\epsilon}$ generated by problem (3.6)-(3.8).
Lemma 3.7. Let assumptions (i)-(ii) hold. Then $\Psi_{\epsilon}$ for problem (3.6)-(3.8) is $\mathcal{D}$-pullback asymptotically compact.
Proof. Let $\left\{t_{k}\right\} \subseteq \mathbb{R}^{+}$such that $t_{k} \rightarrow+\infty$ as $k \rightarrow+\infty$, and $D=\{D(\tau, \omega): \tau \in$ $\mathbb{R}, \omega \in \Omega\} \in \mathcal{D}, \varphi_{\tau-t_{k}} \in D\left(\tau-t_{k}, \theta_{-t_{k}} \omega\right)$. By Lemma 3.3 we can get that for each $\omega \in \Omega$ and $\tau \in \mathbb{R}$, there exists $K_{1}=K_{1}(\tau, \omega, D) \geq 1$ such that the sequence of solutions $\left\{\varphi\left(\tau, \tau-t_{k}, \theta_{-\tau} \omega, \varphi_{\tau-t_{k}}\right)\right\}$ for problem (3.6)-(3.8) satisfies

$$
\begin{equation*}
\left\|\varphi\left(\tau, \tau-t_{k}, \theta_{-\tau} \omega, \varphi_{\tau-t_{k}}\right)\right\|_{\mathcal{H}\left(\mathbb{R}^{N}\right)}^{2} \leq \mathcal{R}_{1, \epsilon}(\tau, \omega), \forall k \geq K_{1} . \tag{3.77}
\end{equation*}
$$

Similarly, we can deduce from Lemma 3.5 that there exist $\hat{R}_{1}=\hat{R}_{1}(\tau, \varepsilon, \omega)>$ $\max \left\{1, r_{0}\right\}$ and $K_{2}=K_{2}(\tau, \omega, D, \varepsilon) \geq K_{1}$ such that for all $k \geq K_{2}$,

$$
\begin{equation*}
\left\|\varphi\left(\tau, \tau-t_{k}, \theta_{-\tau} \omega, \varphi_{\tau-t_{k}}\right)\right\|_{\mathcal{H}\left(\mathbb{R}^{N} \backslash B_{\hat{R}_{1}}\right)}^{2} \leq \varepsilon . \tag{3.78}
\end{equation*}
$$

Then by Lemma 3.6, we get there exist $\hat{N}_{1}=\hat{N}_{1}(\tau, \omega, \varepsilon) \geq 1, \hat{R}_{2}=\hat{R}_{2}(\tau, \omega, \varepsilon) \geq \hat{R}_{1}$ and $K_{3}=K_{3}(\tau, \omega, D, \varepsilon) \geq K_{2}$ such that for all $k \geq K_{3}$,

$$
\begin{equation*}
\left\|\left(I-P_{\hat{N}_{1}}\right) \tilde{\varphi}\left(\tau, \tau-t_{k}, \theta_{-\tau} \omega, \tilde{\varphi}_{\tau-t_{k}}\right)\right\|_{\mathcal{H}\left(B_{2 \hat{R}_{2}}\right)}^{2} \leq \varepsilon \tag{3.79}
\end{equation*}
$$

where $\tilde{\varphi}\left(\tau, \tau-t_{k}, \theta_{-\tau} \omega, \tilde{\varphi}_{\tau-t_{k}}\right)=\tilde{\rho}\left(\frac{|x|}{\tilde{R}_{2}}\right) \varphi\left(\tau, \tau-t_{k}, \theta_{-\tau} \omega, \varphi_{\tau-t_{k}}\right)$. By (3.77), we have

$$
\left\{\tilde{\varphi}\left(\tau, \tau-t_{k}, \theta_{-\tau} \omega, \tilde{\varphi}_{\tau-t_{k}}\right)\right\} \text { is bounded in } E\left(B_{2 \hat{R}_{2}}\right)
$$

With this fact and (3.79), we can get that $\left\{\tilde{\varphi}\left(\tau, \tau-t_{k}, \theta_{-\tau} \omega, \tilde{\varphi}_{\tau-t_{k}}\right)\right\}$ is precompact in $\mathcal{H}\left(B_{2 \hat{R}_{2}}\right)$. Notice that $\tilde{\rho}\left(\frac{|x|}{\hat{R}_{2}}\right)=1$ for $|x| \leq \hat{R}_{2}$, and then we can get that $\{\varphi(\tau, \tau-$ $\left.\left.t_{k}, \theta_{-\tau} \omega, \varphi_{\tau-t_{k}}\right)\right\}$ is also precompact in $\mathcal{H}\left(B_{\hat{R}_{2}}\right)$. Finally, by (3.78), we can obtain that $\left\{\varphi\left(\tau, \tau-t_{k}, \theta_{-\tau} \omega, \varphi_{\tau-t_{k}}\right)\right\}$ is precompact in $\mathcal{H}\left(\mathbb{R}^{N}\right)$, which along with (3.10) implies that the result.

By Corollary 3.1, Lemma 3.7 and Lemma 2.1, we get the main result of this section.

Theorem 3.1. Let assumptions (i)-(ii) hold. Then the continuous cocycle $\Psi_{\epsilon}$ corresponding to problem (3.6)-(3.8) possesses a unique $\mathcal{D}$-pullback random attractor $\mathcal{A}_{\epsilon}=\left\{\mathcal{A}_{\epsilon}(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\right\} \in \mathcal{D}$ in $\mathcal{H}\left(\mathbb{R}^{N}\right)$.

## 4. Upper semicontinuity of the $\mathcal{D}$-pullback random attractor

In this section, we devote to show the upper semicontinuity of the $\mathcal{D}$-pullback random attractor $\mathcal{A}_{\epsilon}$ for $\Psi_{\epsilon}$ as $\epsilon$ goes to zero. In the following, to express the dependence of solution on $\epsilon$, we denote by $\varphi^{\epsilon}=\left(u^{\epsilon}, v^{\epsilon}\right)$ the solution of problem (3.6)-(3.8) with initial data $\varphi_{\tau}^{\epsilon}=\left(u_{\tau}^{\epsilon}, v_{\tau}^{\epsilon}\right)$.

When $\epsilon=0$, the random equations (3.6)-(3.8) degenerate into the following deterministic equations:

$$
\begin{align*}
& \frac{\mathrm{d} v}{\mathrm{~d} t}-\Delta v-(1-\delta) \Delta u+\left(\delta^{2}-\delta\right) u+(1-\delta) v+g(x, u)=f(x, t)  \tag{4.1}\\
& \frac{d u}{d t}=v-\delta u \tag{4.2}
\end{align*}
$$

with initial data

$$
\begin{equation*}
u(x, \tau)=u_{\tau}(x), v(x, \tau)=v_{\tau}(x)=u_{1, \tau}(x)+\delta u_{\tau}(x) \tag{4.3}
\end{equation*}
$$

Let $\Psi_{0}$ be the continuous deterministic cocycle generated by problem (4.1)-(4.3). Let $\mathcal{D}_{0}$ be the collection of all tempered families of deterministic nonempty bounded subsets of $\mathcal{H}\left(\mathbb{R}^{N}\right)$. Similarly, we can also get $\Psi_{0}$ possesses a unique $\mathcal{D}_{0}$-pullback attractor $\mathcal{A}_{0}=\{\mathcal{A}(\tau): \tau \in \mathbb{R}\}$ under the assumptions (i)-(ii).

We first introduce a result about upper semicontinuity of pullback random attractor with respect to some parameter, which has been proved in [26].

Lemma 4.1. Let $\Psi_{0}$ be a continuous deterministic cocycle on $X$ over $\mathbb{R}$, which has a unique $\mathcal{D}_{0}$-pullback attractor $\mathcal{A}_{0}=\left\{\mathcal{A}_{0}(\tau): \tau \in \mathbb{R}\right\} \in \mathcal{D}_{0}$. Suppose that $\Psi_{\epsilon}$ is a continuous cocycle on $X$ over $\mathbb{R}$ and $\left(\Omega, \mathcal{F}, \mathcal{P},\left(\theta_{t}\right)_{t \in \mathbb{R}}\right)$ such that:
(a) $\Psi_{\epsilon}$ possesses a closed measurable $\mathcal{D}$-pullback absorbing set $K_{\epsilon}=\left\{K_{\epsilon}(\tau, \omega)\right.$ : $\tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$ and a unique $\mathcal{D}$-pullback random attractor $\mathcal{A}_{\epsilon}=\left\{\mathcal{A}_{\epsilon}(\tau, \omega):\right.$ $\tau \in \mathbb{R}, \omega \in \Omega\} \in \mathcal{D}$.
(b) There is a mapping $\zeta: \mathbb{R} \mapsto \mathbb{R}$ such that for every $\tau \in \mathbb{R}, \omega \in \Omega$,

$$
\limsup _{\epsilon \rightarrow 0}\left\|K_{\epsilon}(\tau, \omega)\right\|_{X} \leq \zeta(\tau)
$$

and

$$
K_{0}=\left\{K_{0}(\tau)=\left\{u \in X:\|u\|_{X} \leq \zeta(\tau)\right\}: \tau \in \mathbb{R}\right\} \in \mathcal{D}_{0}
$$

(c) For any $t>0, \tau \in \mathbb{R}, \omega \in \Omega, \epsilon \rightarrow 0$ and $x_{n}, x \in X$ with $x_{n} \rightarrow x$ as $n \rightarrow+\infty$, it holds

$$
\lim _{\epsilon \rightarrow 0} \Psi_{\epsilon}\left(t, \tau, \omega, x_{n}\right)=\Psi_{0}(t, \tau, x) .
$$

(d) There exists an $\epsilon_{0}>0$ such that for each $\tau \in \mathbb{R}$ and $\omega \in \Omega$,

$$
\bigcup_{0<\epsilon \leq \epsilon_{0}} \mathcal{A}_{\epsilon}(\tau, \omega) \text { is precompact in } X \text {. }
$$

Then for any $\tau \in \mathbb{R}$ and $\omega \in \Omega$,

$$
\operatorname{dist}_{X}\left(\mathcal{A}_{\epsilon}(\tau, \omega), \mathcal{A}_{0}(\tau)\right) \rightarrow 0, \text { as } \epsilon \rightarrow 0
$$

For every $\tau \in \mathbb{R}, \omega \in \Omega$ and $T>0$, let $\varphi^{\epsilon}\left(t, \tau, \omega, \varphi_{\tau}^{\epsilon}\right)$ and $\varphi\left(t, \tau, \varphi_{\tau}\right)$, respectively, be the solution of problem (3.6)-(3.8) and problem (4.1)-(4.3) with initial conditions $\varphi_{\tau}^{\epsilon}$ and $\varphi_{\tau}$. The following result implies the convergence of solution $\varphi^{\epsilon}\left(t, \tau, \omega, \varphi_{\tau}^{\epsilon}\right) \rightarrow$ $\varphi\left(t, \tau, \varphi_{\tau}\right)$ when $\varphi_{\tau}^{\epsilon} \rightarrow \varphi_{\tau}(\epsilon \rightarrow 0)$, which plays an important role in the proof of upper semicontinuity of the $\mathcal{D}$-pullback random attractor $\mathcal{A}_{\epsilon}$.

Lemma 4.2. Let assumptions (i)-(ii) hold. Assume that there exists a constant $R_{0}$ such that $\left\|\varphi_{\tau}^{\epsilon}\right\|_{\mathcal{H}}^{2}+\left\|\varphi_{\tau}\right\|_{\mathcal{H}}^{2} \leq R_{0}$. Then for all $t \in[\tau, \tau+T]$, it holds

$$
\left\|\varphi^{\epsilon}\left(t, \tau, \omega, \varphi_{\tau}^{\epsilon}\right)-\varphi\left(t, \tau, \varphi_{\tau}\right)\right\|_{\mathcal{H}}^{2} \leq C \mathrm{e}^{C(t-\tau)}\left\|\varphi_{\tau}^{\epsilon}-\varphi_{\tau}\right\|_{\mathcal{H}}^{2}+C \epsilon \int_{\tau}^{t} \mathrm{e}^{C(t-s)}\left|y\left(\theta_{s} \omega\right)\right|^{2} \mathrm{~d} s
$$

Proof. Let $\bar{u}^{\epsilon}=u^{\epsilon}-u, \bar{v}^{\epsilon}=v^{\epsilon}-v$, and then $\bar{\varphi}^{\epsilon}=\varphi^{\epsilon}-\varphi=\left(\bar{u}^{\epsilon}, \bar{v}^{\epsilon}\right)$. By equations (3.6)-(3.7) and equations (4.1)-(4.2), we can obtain that

$$
\begin{align*}
& \frac{\mathrm{d} \bar{v}^{\epsilon}}{\mathrm{d} t}-\Delta \bar{v}^{\epsilon}-\epsilon \Delta z\left(\theta_{t} \omega\right)-(1-\delta) \Delta \bar{u}^{\epsilon}+\left(\delta^{2}-\delta\right) \bar{u}^{\epsilon}+(1-\delta) \bar{v}^{\epsilon} \\
& -\epsilon \delta z\left(\theta_{t} \omega\right)+g\left(x, u^{\epsilon}\right)-g(x, u)=0  \tag{4.4}\\
& \frac{d \bar{u}^{\epsilon}}{\mathrm{d} t}=\bar{v}^{\epsilon}+\epsilon z\left(\theta_{t} \omega\right)-\delta \bar{u}^{\epsilon} \tag{4.5}
\end{align*}
$$

Using the multiplier $\bar{v}^{\epsilon}$ in equation (4.4) and then adding $\delta\left(\bar{u}^{\epsilon}, \frac{\mathrm{d} \bar{u}^{\epsilon}}{\mathrm{d} t}\right)$ to the both sides of the equation, we get that

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\left\|\bar{v}^{\epsilon}\right\|^{2}+(1-\delta)\left\|\nabla \bar{u}^{\epsilon}\right\|^{2}+\delta^{2}\left\|\bar{u}^{\epsilon}\right\|^{2}\right)+\left\|\nabla \bar{v}^{\epsilon}\right\|^{2} \\
& \quad+\delta\left(\delta^{2}-\delta\right)\left\|\bar{u}^{\epsilon}\right\|^{2}-\epsilon\left(\delta^{2}-\delta\right)\left(\bar{u}^{\epsilon}, z\left(\theta_{t} \omega\right)\right)-\epsilon\left(\Delta z\left(\theta_{t} \omega\right), \bar{v}^{\epsilon}\right) \\
& \quad+\delta(1-\delta)\left\|\nabla \bar{u}^{\epsilon}\right\|^{2}-\epsilon(1-\delta)\left(\nabla \bar{u}^{\epsilon}, \nabla z\left(\theta_{t} \omega\right)\right)+(1-\delta)\left\|\bar{v}^{\epsilon}\right\|^{2} \\
& \quad-\epsilon \delta\left(z\left(\theta_{t} \omega\right), \bar{v}^{\epsilon}\right)+\left(g\left(x, u^{\epsilon}\right)-g(x, u), \bar{v}^{\epsilon}\right) \\
& =\delta\left(\bar{u}^{\epsilon}, \bar{v}^{\epsilon}+\epsilon z\left(\theta_{t} \omega\right)-\delta \bar{u}^{\epsilon}\right) . \tag{4.6}
\end{align*}
$$

Notice that $H^{1}\left(\mathbb{R}^{N}\right) \hookrightarrow L^{p+1}\left(\mathbb{R}^{N}\right)$. Then by assumption $\left(A_{2}\right)$, we get

$$
\begin{align*}
& \left|\left(g\left(x, u^{\epsilon}\right)-g(x, u), \bar{v}^{\epsilon}\right)\right| \\
\leq & C \int_{\mathbb{R}^{N}}\left(\left|\theta u+(1-\theta) u^{\epsilon}\right|^{p-1}+1\right)\left|\bar{u}^{\epsilon} \| \bar{v}^{\epsilon}\right| \mathrm{d} x \\
\leq & C \int_{\mathbb{R}^{N}}\left(|u|^{p-1}+\left|u^{\epsilon}\right|^{p-1}\right)\left|\bar{u}^{\epsilon}\left\|\bar{v}^{\epsilon}\left|\mathrm{d} x+C \int_{\mathbb{R}^{N}}\right| \bar{u}^{\epsilon}\right\| \bar{v}^{\epsilon}\right| \mathrm{d} x \\
\leq & \frac{C}{2}\left\|\bar{v}^{\epsilon}\right\|^{2}+\frac{C}{2}\left\|\bar{u}^{\epsilon}\right\|^{2}+C\left(\|u\|_{H^{1}}^{p+1}+\left\|u^{\epsilon}\right\|_{H^{1}}^{p+1}\right)\left\|\bar{u}^{\epsilon}\right\|_{p+1}\left\|\bar{v}^{\epsilon}\right\|_{p+1} \\
\leq & \frac{C}{2}\left\|\bar{v}^{\epsilon}\right\|^{2}+\frac{C}{2}\left\|\bar{u}^{\epsilon}\right\|^{2}+C\left(\|u\|_{H^{1}}^{p+1}+\left\|u^{\epsilon}\right\|_{H^{1}}^{p+1}\right)\left\|\bar{u}^{\epsilon}\right\|_{H^{1}}\left\|\bar{v}^{\epsilon}\right\|_{H^{1}} \tag{4.7}
\end{align*}
$$

Using (3.27) for $\left(u^{\epsilon}, v^{\epsilon}\right)$ and $(u, v)$, respectively, and then integrating on $[\tau, t]$ with $t \in[\tau, \tau+T]$, we can obtain that there exists $C\left(\tau, \omega, R_{0}, T\right)$ such that

$$
\begin{equation*}
\left\|u\left(t, \tau, u_{\tau}\right)\right\|_{H^{1}}^{2}+\left\|u^{\epsilon}\left(t, \tau, \omega, u_{\tau}^{\epsilon}\right)\right\|_{H^{1}}^{2} \leq C\left(\tau, \omega, R_{0}, T\right) \tag{4.8}
\end{equation*}
$$

It follows from (4.7)-(4.8) and the Cauchy inequality that

$$
\begin{align*}
& \left|\left(g\left(x, u_{\epsilon}\right)-g(x, u), \bar{v}^{\epsilon}\right)\right| \\
\leq & \frac{C}{2}\left\|\bar{v}^{\epsilon}\right\|^{2}+\frac{C}{2}\left\|\bar{u}^{\epsilon}\right\|^{2}+C\left\|\bar{u}^{\epsilon}\right\|_{H^{1}}\left\|\bar{v}^{\epsilon}\right\|_{H^{1}} \\
\leq & \frac{C}{2}\left\|\bar{v}^{\epsilon}\right\|^{2}+\frac{C}{2}\left\|\bar{u}^{\epsilon}\right\|^{2}+C\left\|\bar{u}^{\epsilon}\right\|_{H^{1}}^{2}+\frac{1-\delta}{2}\left\|\bar{v}^{\epsilon}\right\|_{H^{1}}^{2} . \tag{4.9}
\end{align*}
$$

Combining (4.6) and (4.9), and using the Cauchy inequality, we can get that

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\left\|\bar{v}^{\epsilon}\right\|^{2}+(1-\delta)\left\|\nabla \bar{u}^{\epsilon}\right\|^{2}+\delta^{2}\left\|\bar{u}^{\epsilon}\right\|^{2}\right) \\
\leq & C\left(\left\|\bar{v}^{\epsilon}\right\|^{2}+(1-\delta)\left\|\nabla \bar{u}^{\epsilon}\right\|^{2}+\delta^{2}\left\|\bar{u}^{\epsilon}\right\|^{2}\right)+C \epsilon\left|y\left(\theta_{t} \omega\right)\right|^{2} \tag{4.10}
\end{align*}
$$

Applying the Gronwall inequality to (4.10) on $[\tau, t]$, we obtain the desired result.
We now prove the upper semicontinuity of $\mathcal{D}$-pullback random attractor $\mathcal{A}_{\epsilon}$ when $\epsilon \rightarrow 0$.

Theorem 4.1. Let assumptions (i)-(ii) hold. Then for every $\tau \in \mathbb{R}$ and $\omega \in \Omega$,

$$
\lim _{\epsilon \rightarrow 0} \operatorname{dist}_{\mathcal{H}\left(\mathbb{R}^{N}\right)}\left(\mathcal{A}_{\epsilon}(\tau, \omega), \mathcal{A}_{0}(\tau)\right)=0
$$

Proof. We only need to show that $\Psi_{\epsilon}$ satisfies conditions $(a)-(d)$ of Lemma 4.1.
From Lemma 3.3, Corollary 3.1 and Theorem 3.1, we can get that $\Psi_{\epsilon}$ possesses a closed measurable $\mathcal{D}$-pullback absorbing set $K_{\epsilon}=\left\{K_{\epsilon}(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\right\} \in \mathcal{D}$ given by

$$
\begin{equation*}
K_{\epsilon}(\tau, \omega)=\left\{\varphi \in \mathcal{H}\left(\mathbb{R}^{N}\right):\|\varphi\|_{\mathcal{H}}^{2} \leq \mathcal{R}_{1, \epsilon}(\tau, \omega)\right\} \tag{4.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{R}_{1, \epsilon}(\tau, \omega)=M_{1}+M_{1}\left(\int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2} s}\|f(s+\tau)\|^{2} \mathrm{~d} s+\epsilon\left(1+\int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2} s}\left|y\left(\theta_{s} \omega\right)\right|^{p+1} \mathrm{~d} s\right)\right) \tag{4.12}
\end{equation*}
$$

and $\Psi_{\epsilon}$ possesses a unique $\mathcal{D}$-pullback random attractor $\mathcal{A}_{\epsilon}=\left\{\mathcal{A}_{\epsilon}(\tau, \omega): \tau \in \mathbb{R}, \omega \in\right.$ $\Omega\} \in \mathcal{D}$. Moreover, for every $\tau \in \mathbb{R}$ and $\omega \in \Omega$, we have $\mathcal{A}_{\epsilon}(\tau, \omega) \subseteq K_{\epsilon}(\tau, \omega)$. Thus, condition ( $a$ ) is hold.

Let

$$
\mathcal{R}(\tau)=M_{1}+M_{1} \int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2} s}\|f(s+\tau)\|^{2} \mathrm{~d} s
$$

By (4.11) and (4.12), we can get that for each $\tau \in \mathbb{R}$ and $\omega \in \Omega$,

$$
\limsup _{\epsilon \rightarrow 0}\left\|K_{\epsilon}(\tau, \omega)\right\| \leq \mathcal{R}(\tau)
$$

Moreover, similar to the derivation of Lemma 3.3 and Corollary 3.1, we can get

$$
K_{0}=\left\{K_{0}(\tau)=\left\{\varphi \in \mathcal{H}\left(\mathbb{R}^{N}\right):\|\varphi\|_{\mathcal{H}}^{2} \leq \mathcal{R}(\tau)\right\}: \tau \in \mathbb{R}\right\} \in \mathcal{D}_{0}
$$

is a closed $\mathcal{D}_{0}$-pullback absorbing set for $\Psi_{0}$. The condition $(b)$ is obtained.
By Lemma 4.2, we know that $\Psi_{\epsilon}$ and $\Psi_{0}$ associated to problem (3.6)-(3.8) and problem (4.1)-(4.3), respectively, satisfy condition $(c)$ of Lemma 4.1. Now, it remains to prove condition $(d)$. Denote by $K=\{K(\tau, \omega): \tau \in \mathbb{R}, \omega \in \Omega\}$, and

$$
\begin{equation*}
K(\tau, \omega)=\left\{\varphi \in \mathcal{H}\left(\mathbb{R}^{N}\right):\|\varphi\|_{\mathcal{H}}^{2} \leq \mathcal{R}(\tau, \omega)\right\} \tag{4.13}
\end{equation*}
$$

where

$$
\mathcal{R}(\tau, \omega)=M_{1}+M_{1}\left(\int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2} s}\|f(s+\tau)\|^{2} \mathrm{~d} s+\left(1+\int_{-\infty}^{0} \mathrm{e}^{\frac{\delta \eta}{2} s}\left|y\left(\theta_{s} \omega\right)\right|^{p+1}\right) \mathrm{d} s\right)
$$

Since $\epsilon \in(0,1]$, we can get from (4.11) and (4.13) that, for any $\tau \in \mathbb{R}$ and $\omega \in \Omega$,

$$
\begin{equation*}
\bigcup_{0<\epsilon \leq 1} \mathcal{A}_{\epsilon}(\tau, \omega) \subseteq \bigcup_{0<\epsilon \leq 1} K_{\epsilon}(\tau, \omega) \subseteq K(\tau, \omega) . \tag{4.14}
\end{equation*}
$$

It follows from (4.13)-(4.14), Lemma 3.5 , and the invariance of $\mathcal{A}_{\epsilon}$ that for any $\varepsilon>0, \tau \in \mathbb{R}$ and $\omega \in \Omega$, there exists $\tilde{R}_{1}=\tilde{R}_{1}(\varepsilon, \tau, \omega)>\max \left\{1, r_{0}\right\}$ such that

$$
\begin{equation*}
\|\varphi\|_{\mathcal{H}\left(B_{\tilde{R}_{1}}^{C}\right)}^{2} \leq \varepsilon, \quad \text { for every } \varphi \in \bigcup_{0<\epsilon \leq 1} \mathcal{A}_{\epsilon}(\tau, \omega) \tag{4.15}
\end{equation*}
$$

In addition, we can get from Lemma 3.6, (4.13)-(4.14) and the invariance of $\mathcal{A}_{\epsilon}$ that there exists $\tilde{R}_{2} \geq \tilde{R}_{1}$ such that, for all $\tau \in \mathbb{R}, \omega \in \Omega$,

$$
\bigcup_{0<\epsilon \leq 1} \mathcal{A}_{\epsilon}(\tau, \omega) \text { is precompact in } \mathcal{H}\left(B_{\tilde{R}_{2}}\right)
$$

which together with (4.15) implies that, for all $\tau \in \mathbb{R}, \omega \in \Omega$,

$$
\bigcup_{0<\in \leq 1} \mathcal{A}_{\epsilon}(\tau, \omega) \text { is precompact in } \mathcal{H}\left(\mathbb{R}^{N}\right) \text {. }
$$

We complete the proof.
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