
Journal of Applied Analysis and Computation Website:http://www.jaac-online.com
Volume 11, Number 2, April 2021, 810–840 DOI:10.11948/20200011

HOPF BIFURCATION IN A DELAYED
PREDATOR-PREY SYSTEM WITH GENERAL

GROUP DEFENCE FOR PREY∗

Chuanying Zhang1, Ranchao Wu1,† and Mengxin Chen1

Abstract In this paper, a delayed predator-prey system with group defence
for prey is investigated. Firstly, in the absence of spatial diffusion and time
delay, the stability of positive equilibrium and existence of the Hopf bifurca-
tion are investigated, as well as the direction of the Hopf bifurcation, which
is determined by applying the first Lyapunov number. Then, the occurrence
of the Hopf bifurcation in the diffusion-driven delayed system is further ex-
plored. By using the center manifold reduction and the normal form theorem,
the conditions ensuring the occurrence of Hopf bifurcation, its direction and
its stability are formulated in terms of different parameters. Finally, some
numerical simulations are carried out to verify the theoretical results and the
existence of the homogeneous periodic solution is exhibited by setting differ-
ent values of parameters. Moreover, stable temporal periodic solutions and
spatially inhomogeneous periodic solutions are identified from the numerical
simulations. The obtained results are also explained and discussed from the
practical point of view.
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1. Introduction
The predator-prey systems are the most important models to investigate interac-
tions among species in real world. The study of dynamics of predator-prey models
has become one of the most interesting themes in fields of ecology, biology and
applied mathematics, since the pioneering work of Lotka [16] and Volterra [27] was
published, where they proposed the classic predator-prey model to explain the rela-
tionship between the two species. Many researchers have carried out the research in
this respect and acquired various excellent results. In ecological systems, a variety
of strategies, such as refuging, group, herd behavior, etc are adopted by different
species to search for resources and for defense purposes.

There are many factors affecting the dynamics of predator-prey population. The
crucial one of them is adding functional response into these predator-prey systems,
such as Holling type I-IV [1, 11], Beddington-DeAngelis type [4], ratio-dependent
type [2]. In 2011, Ajraldi and Venturio [3] proposed a modified predator-prey model
with a Holling-I type functional response of the predator to prey, in which the
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hunting behavior of predators and defensive strategy of prey are explained in a
different way. That is to say, it is based on the fact that when predators move
freely in the nature to search for food for subsistence, the prey gather together to
defend, instead of scattered escape. Hence, a new social behavior of prey has been
introduced into interface, which is called group defence. Such proposed system is
described as follows. 

du(t)
dt = r(1− u(t)

K )u(t)− a
√
u(t)v(t),

dv(t)
dt = ab

√
u(t)v(t)− cv(t),

(1.1)

where u(t) and v(t) represent respectively the prey and predator densities at time
t. The parameter r denotes the logistic growth rate, K represents the carrying ca-
pacity of the environment and a is the searching efficiency of predators for prey.
The parameters b and c denote the biomass conversion coefficient and the mortality
rate of predator species in the absence of prey, respectively. All the parameters
r,K, a, b, c in the model are assumed to be positive. In system (1.1), since the
strongest and smartest prey will be situated on the boundary of the group and de-
fend the weakest prey in the center of group, the predators will have difficulties to
hunt prey and can not catch up with the inside group prey, so the interactions be-
tween predators and prey mainly fall on prey individuals situating on the boundary
of group. Moreover, the social behavior could induce multistability in minimal com-
petitive ecosystems, refer to [19]. Since population behaviors possess the feather of
history memory, Yin and Wen in [34] introduced time fractional-order derivatives
and spatial diffusion into system (1.1), and proved the existence and uniqueness of
a global positive solution. The Hopf bifurcation and the global dynamics have been
investigated by Lv et al. [17]. Xu and Song [32] studied the diffusion-driven Turing
instability and derived the formulas determining the direction and stability of the
Hopf bifurcation in the diffusive predator-prey system (1.1) with a herd behavior
and quadratic mortality. For other results on such predator-prey system (1.1), one
can refer to [23,25,29].

In [28], the model (1.1) was formulated with a generic exponent α ∈ (0, 1),
which includes the special case α = 1

2 and allows to establish the sensitivity of a
fundament parameter with respect to the exponent of u. Therefore, the new system
could be represented as follows.

du(t)
dt = r

(
1− u(t)

K

)
u(t)− auα(t)v(t),

dv(t)
dt = abuα(t)v(t)− cv(t).

(1.2)

The first equation represents the population dynamics of the prey. Here, the ex-
ponent α is a kind of aggregation efficiency when the prey gather in a huge group
to defend against the predators. The second term in first equation simulates the
hunting process that the prey are subject to predators. The second equation de-
scribes the population dynamics of the predators, in which the same term is scaled
by the biomass conversion coefficient b. Kumar and Kharbanda [14] investigated
the dynamics of model (1.2) such as boundedness of the solutions, existence and
stability conditions of the equilibrium points, saddle-node bifurcation, transcritical
bifurcation and the Hopf bifurcation with non-linear harvesting in prey species.
By establishing conditions of the nonexistence of periodic orbits, the existence
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and uniqueness of limit cycles, Xu, et al. [33] studied the global dynamics of the
predator-prey model (1.2). Furthermore, Zhu and Zhang investigated the existence
and nonexistence of constant steady state solutions in [35].

In the natural ecosystem, the prey and predators are always in movement. Such
movement of predators and prey give rise to spatial diffusion. The spatial diffusion
has been introduced in many works [6, 8, 13, 18, 20, 26, 30]. In addition, after Ven-
turino and Petrovskii [28] extended system (1.1) to a spatiotemporal model, there
are many special spatial distribution characteristics are discovered. For example,
Zhou and Song investigated diffusion-driven Turing instability in [32] where the
prey species exhibits group defence and the predator species has quadratic mor-
tality. Now we will consider the temporal and spatial dispersion of the diffusive
system with general group defence, described as follows.

∂u(x,t)
∂t = d1∆u(x, t) + r

(
1− u(x,t)

K

)
u(x, t)− auα(x, t)v(x, t),

∂v(x,t)
∂t = d2∆v(x, t) + abuα(x, t)v(x, t)− cv(x, t),

(1.3)

where d1 > 0 and d2 > 0 are diffusion coefficients of prey and predator species. In
order to simplify system (1.3), we take the following transformations

t̄ = rt, ū =
u

K
, v̄ =

aKα−1

r
v, c̄ =

c

r
, β =

abKα

r
, d̄1 =

d1
r
, d̄2 =

d2
r
,

and we omit the bars of t̄, ū, v̄, c̄, d̄1, d̄2 for convenience of notations.
It is well known that the effects of population density change on growth are

not instantaneous but with time delay and are associated with the past of the
life. Since May [21] found that delay would destroy the stability of the positive
equilibrium in the logistic model and lead to periodic oscillations, the effects of
time delay on biological population are increasingly studied by many researchers,
see [5, 7, 8, 10, 15, 29]. However, with respect to predator-prey model with group
defence, there are few related results reported about the system (1.3) with time
delay. Therefore, we will investigate the delayed predator-prey system with group
defence in the presence of spatial diffusion basing on the model in [28], which is
described by

∂u(x,t)
∂t = d1∆u(x, t) + (1− u(t− τ))u(x, t)− uα(x, t)v(x, t), x ∈ Ω, t > 0,

∂v(x,t)
∂t = d2∆v(x, t) + βuα(x, t)v(x, t)− cv(x, t), x ∈ Ω, t > 0,

∂u
∂η = ∂v

∂η = 0, x ∈ ∂Ω, t ≥ 0,

u(x, θ)=u0(x, θ) > 0, v(x, θ)=v0(x, θ) > 0, x ∈ Ω, θ∈ [−τ, 0],
(1.4)

where τ > 0 is the time delay, Ω = [0, lπ] is a bound domain in R1 with boundary
∂Ω. ∆ = ∂2

∂x2 represents the Laplacian operator, η is the outward unit normal
vector to the boundary ∂Ω. The Neumann boundary condition indicates that the
prey and predator are in isolated pieces.

The remainder of this paper in organized as follows. In Section 2, we study the
dynamics of the non-delayed system, including existence and stability of the Hopf
bifurcation at the positive equilibrium, as well as applying the first Lyapunov num-
ber to determine the direction of the Hopf bifurcation. In Section 3, we explore the
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stability of the positive equilibrium and the existence of the Hopf bifurcation when
the time delay is presented. Furthermore, the formulas determining the direction of
the Hopf bifurcation are derived by using center manifold reduction and the normal
form theorem. In Section 4, some numerical simulations are presented to verify the
theoretical results. Some conclusions have been made in Section 5.

2. The non-delayed system
2.1. Local stability analysis of the model without diffusion
Without delay and diffusion, system (1.4) becomes

du
dt = (1− u)u− uαv ≜ f(u, v),

dv
dt = βuαv − cv ≜ g(u, v).

(2.1)

The system has three equilibria E0 = (0, 0), E1 = (1, 0) and E∗ = (u∗, v∗). If
condition 0 < c < β holds, the system (2.1) has a unique positive equilibrium E∗ =

(u∗, v∗) with u∗ =
(
c
β

) 1
α , v∗ = (1− u∗)(u∗)

1−α. In view of the biological meaning
of the model, we are only interested in the positive equilibrium E∗ = (u∗, v∗) . For
system (2.1), the Jacobian matrix at E∗ = (u∗, v∗) is

JE∗ =

1− α+ (α− 2)u∗ − c
β

αβ(1− u∗) 0

 .

Thus the characteristic equation of JE∗ could be given by

λ2 − T0λ+D0 = 0, (2.2)

here

T0 ≜ Tr(JE∗) = 1− α+ (α− 2)u∗ = 1− α+ (α− 2)

(
c

β

) 1
α

,

D0 ≜ Det(JE∗) = cα(1− u∗) = cα

[
1−

(
c

β

) 1
α

]
> 0.

The characteristic roots of equation (2.2) can be given as

λ =
T0 ±

√
T 2
0 − 4D0

2
. (2.3)

Therefore one could has the following result.

Theorem 2.1. If 0 < α < 1 and 0 < c < β, then the positive equilibrium E∗
of system (2.1) is unstable when

(H1) : 0 < c < cH ,

and is locally asymptotically stable when

(H2) : cH < c < β.
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Furthermore, system (2.1) undergoes a supercritical Hopf bifurcation when l1 < 0,
and undergoes a subcritical Hopf bifurcation when l1 > 0 at critical value c = cH .
This implies that the periodic solutions bifurcated from the Hopf bifurcation are
stable and unstable, respectively. Where cH = β(α−1

α−2 )
α and l1 can be found in

(2.6).

Proof. Notice that D0 > 0, so the stability of the positive equilibrium E∗ can
be determined by the sign of T0. If (H1) is satisfied, then T0 > 0. This means
all the eigenvalues of the characteristic equation (2.2) have positive real parts, i.e.,
E∗ is unstable under condition (H1). Similarly, one could prove that T0 < 0 with
condition (H2). That is to say, the positive equilibrium E∗ is locally asymptotically
stable.

In what follows, it is found that if c = cH = β(α−1
α−2 )

α, one has T0 = 0. So we
take c as the Hopf bifurcation parameter. Then the characteristic equation (2.2)
has a pair of purely imaginary roots due to D0 > 0 when c = cH . We therefore let
λ1,2 = φ(c)± iω(c) be the complex roots of characteristic equation (2.2), where

φ(c) =
T0
2
, ω(c) =

√
4D0 − T 2

0

2
,

with

φ(cH) = 0, ω(cH) =

√
αβ

2− α

(
α− 1

α− 2

)α
≜ ω0 > 0.

In addition
dRe(λ)

dc

∣∣∣
c=cH

=
α− 2

2αβ

(
α− 1

α− 2

)1−α

< 0.

Thus, via the Poincaré-Andronov-Hopf bifurcation theorem, system (2.1) undergoes
the Hopf bifurcation when c = cH = β(α−1

α−2 )
α.

Next, in order to investigate the direction of the Hopf bifurcation to system
(2.1), we need to calculate the first Lyapunov number l1, see reference [22].

We first translate the positive equilibrium E∗ into the origin by the translation
ũ = u− u∗, ṽ = v − v∗. As a result, system (2.1) can be rewritten as the form

dũ
dt = (1− ũ− u∗)(ũ+ u∗)− (ũ+ u∗)

α(ṽ + v∗),

dṽ
dt = β(ũ+ u∗)

α(ṽ + v∗)− c(ṽ + v∗).
(2.4)

Then, we can write the Taylor expansion of the system (2.4) in a neighborhood
of the origin as follows

˙̃u = α10ũ+ α01ṽ + α11ũṽ + α20ũ
2 + α02ṽ

2 + α30ũ
3 + α21ũ

2ṽ + α12ũṽ
2

+ α03ṽ
3 +Q1(ũ, ṽ),

˙̃v = β10ũ+ β01ṽ + β11ũṽ + β20ũ
2 + β02ṽ

2 + β30ũ
3 + β21ũ

2ṽ + β12ũṽ
2

+ β03ṽ
3 +Q2(ũ, ṽ),

(2.5)

where

α10 = 1− α+ (α− 2)u∗, α01 = −uα∗ , α11 = −αuα−1
∗ , β21 = −α21,
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α02 = α12 = α03 = β01 = β02 = β12 = β03 = 0, α21 = −1

2
α(α− 1)uα−2

∗ ,

α20 = −1− 1

2
α(α− 1)(u−1

∗ − 1), α30 = −1

6
α(α− 1)(α− 2)(1− u∗)u

−2
∗ ,

β10 = αβ(1− u∗), β20 = −β(1 + α20), β11 = −βα11, β30 = −βα30.

It is noted that system (2.1) undergoes the Hopf bifurcation when c = cH , we
therefore obtain α10+β01 = 0 and D0 = α10β01−β10β01 > 0. Q1(ũ, ṽ) and Q2(ũ, ṽ)
are high order terms O(ũiṽj), with terms ũiṽj satisfying i + j ≥ 4. Hence, the
first Lyapunov number l1 which determines the directions of the Hopf bifurcation
is given by the following formula:

l1 =
−3π

2α01D0
3
2

{[α10β10(α
2
11 + α11β02 + α02β11)− 2α10β10(β

2
02 − α20α02)

− 2α10α01(α
2
20 − β20β02) + α10α01(β

2
11 + α20β11 + α11β02)

+ (α01β10 − 2α2
10)(β11β02 − α11α20)− α2

01(2α20β20 + β11β20)

+ β2
10(α11α02 + 2α02β02)]− (α2

10 + α01β10)[3(β10β03 − α01α30)

+ 2α10(α21 + β12) + (β10α12 − α01β21)]}

=
−3π

2α2
01β10

[α10β10α
2
11 + α10α01α11β(βα11 − α20) + α11α20(2α

2
10 − α01β10)

− α2
10β(1 + α20)(−2α20 + βα11)− 2α10α01α

2
20

− (α2
10 + α01β10)(−3α01α30 + 2α10α21 + α01α21)]. (2.6)

When c = cH

l1(cH) = −(α+ 1)(α− 2)2
3π

4(α− 1)
+

3π

4
α(α− 2)(β − 1)(

α− 1

α− 2
)α−1

=
3π(α− 2)2

4(1− α)

[
α+ 1 + α(1− β)(

α− 1

α− 2
)α
]
. (2.7)

From (2.7), we know l1 < 0 if β > 1 + α+1
α (α−1

α−2 )
−α, otherwise l1 > 0.

Remark 2.1. If α = 2
3 , β = 1.5, c = 1, we obtain cH = 0.5953. From Theorem

2.1, for 1 = c > cH , the positive equilibrium E∗ = (0.5443, 0.3721) is locally asymp-
totically stable. This result is shown in Figure 1. Moreover, to verify the existence
of the Hopf bifurcation, we set parameters α = 2

3 , β = 10, one gets cH = 3.9685
and the first Lyapunov number l1 = −8.9779 < 0 . From Theorem 2.1, system (2.1)
undergoes a supercritical Hopf bifurcation at critical value c = cH , see Figure 2.

2.2. Hopf bifurcation for the diffusive system
In this subsection, we will investigate the Hopf bifurcation of system (1.4) without
delay.

Firstly, we define a space:

X={(u, v) ∈ H2([0, lπ])×H2([0, lπ]) : ux(0, t)=ux(lπ, t)=vx(0, t)=vx(lπ, t)=0},

where H2([0, lπ]) is the standard Sobolev space.
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Figure 1. The equilibrium E∗ is locally asymptotically stable.
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Figure 2. The periodic solution bifurcated from the Hopf bifurcation is stable.

Therefore, the linearized system of (1.4) without delay at the equilibrium E∗
can be described as follows: ∂u

∂t

∂v
∂t

 =

 1− α+ (α− 2)u∗ + d1∆ − c
β

αβ(1− u∗) d2∆

u

v

 ≜ L

u

v

 , (2.8)

where L is a linear operator with domain DL = XC = X
⊕
iX = {a+ ib : a, b ∈ X}.

Hence, the formal solution can be written asu

v

 =

∞∑
n=0

an

bn

 eλntcos
n

l
x, (2.9)
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here an and bn are coefficients, λn is the temporal spectrum, and n is the spatial
spectrum. Then, substituting (2.8) into (2.9), we get

∞∑
n=0

an

bn

λne
λntcos

n

l
x =

∞∑
n=0

Jn

an

bn

 eλntcos
n

l
x. (2.10)

Equating equal powers of eλntcos nl x on both sides, we obtain

(λnI − Jn)

an

bn

 =

 0

0

 ,

where

Jn =

 1− α+ (α− 2)u∗ − d1
n2

l2 − c
β

αβ(1− u∗) −d2 n
2

l2

 .

The characteristic equation of (2.9) is

λ2n − Tn(c)λ+Dn(c) = 0, (2.11)

here

Tn(c) ≜ Tr(Jn) = 1− α+ (α− 2)u∗ − (d1 + d2)
n2

l2
,

Dn(c) ≜ Det(Jn) = d1d2

(n
l

)4
− d2[1− α+ (α− 2)u∗]

n2

l2
+ cα(1− u∗). (2.12)

The characteristic roots of the equation (2.11) can be shown as

λn =
Tn(c)±

√
T 2
n(c)− 4Dn(c)

2
. (2.13)

Hence we can obtain the following theorem.

Theorem 2.2. When time delay is absent, system (1.4) undergoes the Hopf bifur-
cation at c = cHn

, if there exists some n ∈ N = {0, 1, 2, · · · } such that conditions
(H3) and (H4) are satisfied.

(H3) : 0 < α < 1− (d1 + d2)
n2

l2
,

(H4) : β >
d22(2− α)n

4

l4

α

[
α− 1 + (d1 + d2)

n2

l2

α− 2

]−α
.

Where

cHn
= β

[
α− 1 + (d1 + d2)

n2

l2

α− 2

]α
.
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Proof. It is clear that the eigenvalues of the characteristic equation (2.11) are
λn =

Tn(c)±
√
T 2
n(c)−4Dn(c)

2 , n ∈ N = {0, 1, 2 · · · }. It is coincident with the eigen-
values (2.3) of the corresponding ordinary differential equations (ODEs) of system
(1.4) in the absence of time delay when n = 0. If Tn(c) = 0, we obtain c = cHn

. As
we know, the Hopf bifurcation may occur when the following conditions are satisfied

Tn(cHn) = 0, Dn(cHn) > 0,

meanwhile

Tj(cHn
) ̸= 0, Dj(cHn

) ̸= 0, for n ̸= j.

It is noted that when c = cHn ,

Dn(cHn) = −d22
n4

l4
+ αβ

1 + (d1 + d2)
n2

l2

2− α

[
α− 1 + (d1 + d2)

n2

l2

α− 2

]α

≥ −d22
n4

l4
+

αβ

2− α

[
α− 1 + (d1 + d2)

n2

l2

α− 2

]α
.

Under conditions (H3) and (H4), we can get Dn(cHn
) > 0.

Next we need to verify the transversality condition. To this end, we let λn(c) =
φn(c)± iωn(c). Since φ(cHn

) = 0, ωn(cHn
) =

√
Dn(cHn

) > 0, note that condition
(H3) holds, it follows that

dRe(λn)

dc

∣∣∣
c=cHn

=
1

2αβ
(α− 2)

(
c

β

) 1−α
α ∣∣∣

c=cHn

=
α− 2

2αβ

(
α− 1 + (d1 + d2)

n2

l2

α− 2

)1−α

< 0.

Hence the transversality condition for the Hopf bifurcation is satisfied.

Remark 2.2. To verify that system (1.4) in the absence of time delay undergoes the
Hopf bifurcation when c crosses cHn

in Theorem 2.2, we set the following parameters

(i) α = 0.2, β = 2, d1 = 0.8, d2 = 1.7, n = 2, l = 10,

(ii) α = 0.5, β = 0.85, d1 = 0.4, d2 = 0.6, n = 1, l = 10,

(iii) α = 0.75, β = 0.9, d1 = 0.3, d2 = 0.5, n = 2, l = 10.

From (i)-(iii), conditions (H3) and (H4) are always satisfied. Meanwhile, we
successively obtain critical value cHn

= 1.69, 0.4858, 0.2627, respectively. From
Theorem 2.2, system (1.4) in the absence of time delay undergoes the Hopf bifur-
cation at c = cHn , see Figure 3 (from top to bottom). Our numerical simulation
results indicate that the aggregation efficiency α may induce the complex dynami-
cal behaviors, for example: the Hopf bifurcation, although α ̸= 1

2 , see Figure 3 for
more details. It is an interesting finding for the case of α = 1

2 .

Remark 2.3. If diffusion is present, the positive equilibrium E∗ is always stable,
so there is no the Turing instability for this positive equilibrium.

In fact, if we investigate the Turing instability for positive equilibrium E∗ of
system (1.4) when τ = 0, we assume that the positive equilibrium E∗ is stable for
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Figure 3. Solutions u(x, t) and v(x, t) with diffusion and different aggregation efficiency α. The Hopf
bifurcation could exist in the following situations: (i) α = 0.2 (top panel), (ii) α = 0.5 (middle panel),
(iii) α = 0.75 (bottom panel), other parameters could refer to (i-iii) in Remark 2.2. Here choose the
initial values u(x, 0) = u∗ − 0.001 cos 2x, v(x, 0) = u∗ − 0.001 cos 2x.

the corresponding ODEs, i.e., condition (H2) is satisfied. According to (2.12), we
know

Tn(c) ≜ Tr(Jn) = T0 − (d1 + d2)
n2

l2
,

Dn(c) ≜ Det(Jn) = D0 + d1d2

(n
l

)4
− a1d2

n2

l2
,

with
a1 = 1− α+ (α− 2)u∗.

When the condition (H2) holds, T0 < 0, then Tn < 0 for any n = 0, 1, 2 · · · .
Therefore, the stability of the equilibrium E∗ is determined by the sign of Dn(c).
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Under condition (H2), we have a1 < 0, then Dn(c) > 0 for any n = 0, 1, 2 · · · , which
means that the positive equilibrium E∗ is always stable, so, there is no Turning
instability of E∗.

3. The delayed model
3.1. Stability analysis
In this section, we will investigate the stability for the positive equilibrium of system
(1.4). Note that time delay does not change the positive equilibrium of a system,
that is to say, the positive equilibrium of system (1.4) is still E∗.

Now we define

U = (u, v)T , X = C([0, lπ],X), Aτ = C([−τ, 0],X).

The linearized system of (1.4) at the positive equilibrium E∗ can be therefore
expressed by

U̇ = D∆U + L(Ut), (3.1)

with

D =

d1 0

0 d2

 , Dom(∆) = {(u, v)T : u, v ∈ C2([0, lπ],X), ux, vx = 0, x = 0, lπ},

Ut = (ut, vt) ∈ Aτ and operator L : R2 ×Aτ → X satisfying

L(ϕt) = L1ϕ(0) + L2ϕ(−τ), (3.2)

where

ϕt(·) =

ϕ1(t+ ·)

ϕ2(t+ ·)

 , L1 =

 (1− α)(1− u∗) − c
β

αβ(1− u∗) 0

 , L2 =

−u∗ 0

0 0

 .

From [31], we can obtain the characteristic equation of the linear system (3.1)

λy − d∆y − L(y) = 0, y ̸= 0. (3.3)

It is well known that the eigenvalue problem under the Neumann boundary condi-
tion

φ′′ = ρφ, x ∈ (0, lπ), φ′(0) = φ′(lπ) = 0,

has eigenvalues ρn = n2

l2 (n = 0, 1, 2 · · · ) with corresponding eigenfunctions

φn = cos
n

l
x, n = 0, 1, 2 · · · .

So assuming that

y =

∞∑
n=0

 y1n

y2n

 eλtcos
n

l
x. (3.4)
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Substituting (3.4) into (3.1) and equating equal powers of eλntcos nl x on both sides,
then

λ

 y1n

y2n

 =

 (1− α)(1− u∗)− u∗e
λτ − d1

n2

l2 − c
β

αβ(1− u∗) −d2 n
2

l2

 y1n

y2n

 , n = 0, 1 · · · .

Hence we obtain the characteristic equation

△n(λ, τ) = λ2 +Anλ+Bn + u∗(λ+ Cn)e
−λτ = 0, (3.5)

in which

An = (d1 + d2)
n2

l2
− (1− α)(1− u∗),

Bn = d1d2
n4

l4
− (1− α)(1− u∗)d2

n2

l2
+ cβ(1− u∗),

Cn = d2
n2

l2
.

When τ = 0, if c > cHn
and conditions (H3)− (H4) in Theorem 2.2 hold, then

all the characteristic roots of Eq.(3.5) have negative real parts for n ∈ N .
When τ > 0, in order to derive some conditions for the Hopf bifurcation, we

need to search for critical values τ such that there exists a pair purely imaginary
eigenvalues. It is clear that iω (ω > 0) is the root of characteristic equation (3.5) if
and only if ω satisfies

−ω2 + iAnω +Bn + u∗(iω + Cn)(cosωτ − i sinωτ) = 0.

Separating real and imaginary parts, we have−ω2 +Bn + u∗ω sinωτ + u∗Cn cosωτ = 0,

Anω + ωu∗ cosωτ − Cnu∗ sinωτ = 0.

Square both sides of the equations above, then

ω4 + ω2(A2
n − 2Bn − u2∗) +B2

n − C2
nu

2
∗ = 0. (3.6)

Let z = ω2, then (3.6) can be rewritten as follows

z2 − Pz +Q = 0, (3.7)

with

P = −A2
n + 2Bn + u2∗,

Q = B2
n − C2

nu
2
∗,

R = (−A2
n + 2Bn + u2∗)

2 − 4(B2
n − C2

nu
2
∗).

Hence the roots of Eq.(3.7) are given by z± = P±
√
R

2 . Since z = ω2 > 0, so we shall
seek the positive roots of Eq.(3.7). According to the sign of P,Q,R, there exist
three cases.
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Case I: (i) R < 0. (ii) R > 0, P < 0, Q > 0. (iii) R = 0, P ≤ 0.
In Case I, Eq.(3.7) has no positive roots.

Case II: (i) R > 0, Q < 0. (ii)R = 0, P > 0.
In Case II, Eq.(3.7) has one positive root, therefore the characteristic equation
(3.5) has a pair purely imaginary roots ±iω+

n at τ = τ j+n , j = 0, 1, 2 · · · .
Case III: (i) R > 0, P > 0, Q > 0.

In Case III, Eq.(3.7) has two positive roots, therefore the characteristic equation
(3.5) has two pair purely imaginary roots ±iω±

n at τ = τ j±n , j = 0, 1, 2 · · · . Here

ω±
n =

√
z±, τ j±n = τ0±n +

2jπ

ω±
n
, j = 0, 1, 2 · · · ,

with

τ0±n =


1
ω±

n
arccos

(ω±
n )2(Cn−An)−BnCn

[(ω±
n )2+C2

n]u∗
, sinω±

n τ > 0,

−1
ω±

n
arccos

(ω±
n )2(Cn−An)−BnCn

[(ω±
n )2+C2

n]u∗
, sinω±

n τ < 0.
(3.8)

Fixing the parameters α, β, c, d1, d2, l, we define

D1 = {∃ n ∈ N | such that Case II is satisfied},

D2 = {∃ n ∈ N | such that Case III is satisfied}.
Corollary 3.1. Suppose 0 < α < 1 and 0 < c < β are satisfied:

(i) If R = 0, then Re(dλdτ )
∣∣∣
τ=τj±

n

= 0;

(ii) If R > 0, then Re(dλdτ )
∣∣∣
τ=τj+

n

> 0, Re(dλdτ )
∣∣∣
τ=τj−

n

< 0 for τ ∈ D1 ∪ D2 and
j ∈ N .

Proof. Differentiating two sides of (3.5) with respect to τ , one has(
dλ

dτ

)−1

=
2λ+An + u∗e

−λτ

λu∗(λ+ Cn)e−λτ
− τ

λ
,

then(
Re

(
dλ

dτ

)−1
)∣∣∣

τ=τj±
n

=

[
Re

(
2iω +An + u∗(cosωτ − i sinωτ)

iωu∗(iω + Cn)(cosωτ − i sinωτ)
− τ

iω

)]
τ=τj±

n

=

[
Re

(
u∗ + (2iω +An)(cosωτ + i sinωτ)

−ω2u∗ + iCnωu∗
− τ

iω

)]
τ=τj±

n

=

[
−ωu∗(u∗ +An cosωτ − 2ω sinωτ) + Cnωu∗(2ω cosωτ +An sinωτ)

ω4u2∗ + C2
nω

2u2∗

]
τ=τj±

n

=

[
ω2(2ω2 +A2

n − 2Bn − u2∗)

ω4u2∗ + C2
nω

2u2∗

]
τ=τj±

n

= ±
(ωj±n )2

[
2(ωj±n )2 +A2

n − 2Bn − u2∗
]

(ωj±n )4u2∗ + C2
n(ω

j±
n )2u2∗
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= ± (ωj±n )2
√
R

(ωj±n )4u2∗ + C2
n(ω

j±
n )2u2∗

= ±
√
R

(ωj±n )2u2∗ + C2
nu

2
∗

=


√
R

(ωj+
n )2u2

∗+C
2
nu

2
∗
> 0, τ = τ j+n ,

−
√
R

(ωj−
n )2u2

∗+C
2
nu

2
∗
< 0, τ = τ j−n .

Since

Sign
{
Re

(
dλ

dτ

)}
= Sign

{
Re

(
dλ

dτ

)−1
}
,

therefore the result holds.
From (3.8), we know τ0±n < τ j±n j ∈ N , define the smallest τ so that the

stability will change, τ = τ̂ ≜ min{τ0+n or τ0±n , n ∈ D1 ∪ D2}. According to the
above analysis, we have the result below.

Theorem 3.1. Suppose 0 < c < β and 0 < α < 1 are satisfied, then

(i) in Case I, ∀τ ≥ 0 all the characteristic roots of Eq.(3.5) have negative real
parts, namely the positive equilibrium E∗ of system (1.4) is locally asymptot-
ically stable.

(ii) in Case II or Case III, the positive equilibrium E∗ is locally asymptotically
stable when τ ∈ [0, τ̂), and unstable when τ ∈ (τ̂ ,+∞).

(iii) in Case II or Case III, when τ = τ j+n (τ = τ j±n ), system (1.4) undergoes
Hopf bifurcation and the periodic solutions bifurcated from the Hopf bifurcation
are spatially inhomogeneous.

Remark 3.1. (i) By using G.J. Butler’s Lemma in Freedman and Rao [9], we
can obtain that the real parts of the characteristic roots are all negative for
τ ∈ [0, τ̂), namely E∗ is locally stable for τ ∈ [0, τ̂), by using Proposition 6.5
in [24], we can obtain that E∗ is unstable for τ ∈ (τ̂ ,+∞). Therefore, the
result (ii) in Theorem 3.1 holds.

(ii) From this result, it is found that time delay could induce stability switches and
successive Hopf bifurcations. When time delay is absent, dynamical behaviors
in Cases II and III could not happen. These complex and interesting dynamics
could be helpful in the biological strategies.

3.2. Direction of the Hopf bifurcation
In this part, we will investigate the direction of the Hopf bifurcation and stability
of the bifurcating periodic solution using the center manifold reduction and the
normal form theorem in [12,31]. In this section, we always set τ∗ = τ j+n and denote
ω+
n by ω∗ for simplicity.

To simplify calculation, we let ū = u− u∗, v̄ = v − v∗, and still denote the ū, v̄
by u, v. Thus we rewrite system (1.4) at positive equilibrium E∗ in the following



824 C. Zhang, R. Wu & M. Chen

form

u̇(t) = d1∆u+ a11u(t) + a12v(t) + a13u(t− τ) + a21u
2(t) + a22u(t)v(t)

−u(t)u(t− τ) + a31u
3(t) + a32u

2(t)v(t) +O(4),

v̇(t) = d2∆v + b11u(t) + b12v(t) + b21u
2(t) + b22u(t)v(t) + b31u

3(t)

+b32u
2(t)v(t) +O(4),

(3.9)

where

a11 = (1− α)(1− u∗), a12 = −uα∗ , a13 = −u∗, a21 = −1

2
α(α− 1)(u−1

∗ − 1),

a22 = −αuα−1
∗ , a31 = −1

6
α(α− 1)(α− 2)(1− u∗)u

α−2
∗ , a32 = −1

2
α(α− 1)uα−2

∗ ,

b11 = αβ(1− u∗), b12 = 0, b21 = −βa21, b22 = −1

2
a22, b31 = −βa31, b32 = −a32.

We denote the solution of (3.9) as X = (u(t), v(t))T and let Xt(θ) = X(t+θ), θ ∈
[−τ, 0], where Xt ∈ C([−τ, 0],R2) ≜ C. Let τ = τ∗ + µ, it is clear that system (3.9)
undergoes a Hopf bifurcation when µ = 0 with corresponding eigenvalues ±iω∗.
Then we rewrite (3.9) as the following functional differential equation,

Ẋt = Lµ(Xt) +Rµ(Xt), (3.10)

where Lµ : C → R2 and Rµ : C → R2 are defined by

Lµ(ϕ) =M0

ϕ1(0)

ϕ2(0)

+M1

ϕ1(−τ)

ϕ2(−τ)

 , (3.11)

here

M0 =

a11 − d1
n2

l2 a12

b11 −d2 n
2

l2

 , M1 =

a13 0

0 0

 ,

Rµ(ϕ) =a21ϕ
2
1(0) + a22ϕ1(0)ϕ2(0)− ϕ1(0)ϕ1(−τ) + a31ϕ

3
1(0) + a32ϕ

2
1(0)ϕ2(0) +O(4)

b21ϕ
2
1(0) + b22ϕ1(0)ϕ2(0) + b31ϕ

3
1(0) + b32ϕ

2
1(0)ϕ2(0) +O(4)

 .

(3.12)

By using Riesz representation theorem, we obtain

Lµ(ϕ) =

∫ 0

−τ
ϕ(θ)dη(θ, µ) for ϕ ∈ C, (3.13)

in which we choose

η(θ, µ) =M0δ(θ) +M1δ(θ + τ), (3.14)

where δ(θ) is the Dirac function and dη(θ, µ) =M0δ(θ)d(θ) +M1δ(θ + τ)d(θ).
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Next, we define two operators Aµ and Fµ on C1([−τ, 0],R2) ≜ C1 in the following
form

(Aµϕ)(θ) =


dϕ
dθ , θ ∈ [−τ, 0),∫ 0

−τ ϕ(ξ)dη(ξ, µ), θ = 0,

(Fµϕ)(θ) =

0, θ ∈ [−τ, 0),

Rµ(ϕ), θ = 0.
(3.15)

Then (3.10) is transformed into

Ẋt = Aµ(Xt) + Fµ(Xt). (3.16)

Furthermore, the adjoint operator A∗
µ of Aµ is defined as

(A∗
µψ)(θ

∗) =

− dψ
dθ∗ , θ∗ ∈ (0, τ ],∫ 0

−τ ψ(−ξ)dη
T (ξ, µ), θ∗ = 0,

(3.17)

in which ψ ∈ C1([0, τ ],R2). Note that the solution space of (3.16) complex space is
C2 instead of R2. To calculate the coordinate of center manifold, we need to define
bilinear inner product

⟨ψ(θ∗), ϕ(θ)⟩ = ψ̄T (0)ϕ(0)−
∫ 0

θ=−τ

∫ θ

ξ=0

ψ̄T (ξ − θ)dη(θ)ϕ(ξ)dξ, (3.18)

where ϕ ∈ C([−τ, 0],C2), ψ ∈ C1([0, τ ],C2) and η(θ) = η(θ, 0).
It is clear that ±iω∗ are eigenvalues of characteristic equation (3.5) when µ =

0. So, according to definition of Aµ and A∗
µ, ±iω∗ are eigenvalues of A0 and A∗

0

respectively. We assume that the eigenvectors of A0 and A∗
0 corresponding to iω∗

and −iω∗ are q(θ) and q∗(θ∗) respectively, i.e.,

A0q(θ) = iω∗q(θ), A∗
0q

∗(θ∗) = −iω∗q∗(θ∗), (3.19)

which need to satisfy the normalized condition ⟨q∗, q⟩ = 1 and orthogonal condition
⟨q∗, q̄⟩ = 0. To simplify calculations, we set

q(θ) = q(0)eiω
∗θ =

 q1

q2

 eiω
∗θ, q∗(θ∗) = q∗(0)eiω

∗θ∗ =

 q∗1

q∗2

 eiω
∗θ∗ . (3.20)

When θ = 0, by using the definition of Aµ, we can obtain

A0q(0) =

∫ 0

−τ
dη(θ)q(θ)

=M0

∫ 0

−τ

 q1

q2

 eiω
∗θδ(θ)d(θ) +M1

∫ 0

−τ

 q1

q2

 eiω
∗θδ(θ + τ)d(θ)
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=M0

 q1

q2

+M1

 q1

q2

 e−iω
∗τ∗

= iω∗

 q1

q2

 ,

then

(M0 +M1e
−iω∗τ∗

− iω∗I)

 q1

q2

 =

0

0

 ,

since (q1, q2)
T is the nonzero vector, then

q(θ) =

 1

b11
iω∗+d2

n2

l2

 eiω
∗θ. (3.21)

Similarly, by using the definition of A∗
µ, we can obtain

q∗(θ∗) = σ

 −iω∗+d2
n2

l2

b11

1

 eiω
∗θ∗ . (3.22)

Notice that ⟨q∗, q⟩ = 1, we need to determine the value σ. From (3.18), one has

⟨q∗, q⟩ = q̄∗T (0)q(0)−
∫ 0

θ=−τ

∫ ξ=θ

0

q̄∗T (ξ − θ)dη(θ)q(ξ)d(ξ)

= σ̄(q̄∗1 , q̄
∗
2)(q1, q2)

T −
∫ 0

θ=−τ

∫ ξ=θ

0

σ̄(q̄∗1 , q̄
∗
2)e

−iω∗(ξ−θ)dη(θ)(q1, q2)
T eiω

∗ξdξ

= σ̄(q̄∗1q1 + q̄∗2q2)− σ̄(q̄∗1 , q̄
∗
2)M1(q1, q2)

T (−τ∗e−iω
∗τ∗

)

= σ̄(q̄∗1 + q2 + a13q̄
∗
1τ

∗e−iω
∗τ∗

).

Thus we can choose σ as

σ = 1/(q∗1 + q̄2 + a13q
∗
1τ

∗eiω
∗τ∗

). (3.23)

After computing q and q∗, one can decompose the whole solution space. As-
suming the whole solution space is X, we denote xt = xt(θ) as a solution of (3.16)
when µ = 0 and define

z(t) = ⟨q∗, xt⟩. (3.24)

Decompose X = XC + XS , where XC = {zq + z̄q̄ | z ∈ C} represents the center
manifold C0 at µ = 0 with the method of Hassard, Kazarinoff, and Wan [12],
XS = {u ∈ X | ⟨q∗, u⟩ = 0} is the stable manifold.

Hence there exists z ∈ C and W = (W1,W2)
T ∈ XS so that xt = zq + z̄q̄ +W ,

then

W (t, θ) ≜ xt(θ)− zq − z̄q̄
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= xt(θ)− 2Re{z(t)q(θ)}. (3.25)

In terms of the center manifold reduction, one has W (t, θ) =W (z(t), z̄(t), θ) on XC .
According to the center eigenspace at the equilibrium, one further has

W (t, θ) =W (z(t), z̄(t), θ) =W20(θ)
z2

2
+W02(θ)

z̄2

2
+W11(θ)zz̄ +W30(θ)

z3

6
+ · · · ,
(3.26)

where W20(θ), W02(θ), W11(θ) and W30(θ) are undetermined.
Since Ẋt = A0(Xt) + F0(Xt), it holds that

dxt
dt

=
d(zq + z̄q̄ +W )

dt
= A0(zq + z̄q̄ +W ) + F0(zq + z̄q̄ +W ). (3.27)

Combining (3.24) with (3.27), one gets

d⟨q∗, xt⟩
dt

=
dz(t)

dt
= A0(z⟨q∗, q⟩+ z̄⟨q∗, q̄⟩+ ⟨q∗,W ⟩) + ⟨q∗, F0⟩,

= A0z + ⟨q∗, F0⟩,

that is to say

dz

dt
= iω∗z + ⟨q∗, F0⟩. (3.28)

According to the definition of F0

⟨q∗(θ), F0⟩ = q̄∗T (0)F0(z, z̄, 0)−
∫ 0

θ=−τ

∫ θ

ξ=0

q̄∗T (ξ − θ)dη(θ)F (ξ)d(ξ)

= q̄∗T (0)F0(z, z̄, 0), (3.29)

then

dz

dt
= iω∗z + g(z, z̄), (3.30)

where

g(z, z̄) =q̄∗T (0)F0(z, z̄, 0) ≜ g20
z2

2
+ g02

z̄2

2
+ g11zz̄ + g30

z3

6
+ g21

z2z̄

2

+ g12
zz̄2

2
+ g03

z̄3

6
+ · · ·

=σ̄(q̄∗1 , 1)·a21ϕ
2
1(0) + a22ϕ1(0)ϕ2(0)− ϕ1(0)ϕ1(−τ) + a31ϕ

3
1(0) + a32ϕ

2
1(0)ϕ2(0)

b21ϕ
2
1(0) + b22ϕ1(0)ϕ2(0) + b31ϕ

3
1(0) + b32ϕ

2
1(0)ϕ2(0)

 .

(3.31)

From (3.25) and (3.26), we have

xt(θ) =W (z, z̄, θ) + zq + z̄q̄
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=W20(θ)
z2

2
+W02(θ)

z̄2

2
+W11(θ)zz̄ +W30(θ)

z3

6
+

 1

q2

 eiω
∗θz

+

 1

q̄2

 e−iω
∗θ z̄ + · · · . (3.32)

Since the corresponding coefficients are equal, then gij can be explicitly expressed
and its expressions are given in Appendix for the convenience.

It is clear that g21 depends on W20(θ) and W11(θ), thus it is necessary to find
the values of W20(θ) and W11(θ). Substituting (3.28) into (3.27), we have

dW

dt
= A0W − q̄∗T (0)F0(z, z̄)q − q∗T (0)F̄0(z, z̄)q̄ + F0,

from (3.25), it follows that

Ẇ = ẋt(θ)− żq − ˙̄zq̄

=

A0W − 2Re{q̄∗T (0)F0(z, z̄)q(θ)}, θ ∈ [−τ, 0),

A0W − 2Re{q̄∗T (0)F0(z, z̄)q(θ)}+ F0, θ = 0,

≜ A0W +H(z, z̄, θ), (3.33)

where

H(z, z̄, θ) = H20
z2

2
+H11zz̄ +H02

z̄2

2
+ · · · . (3.34)

From (3.26), we know

W (t, θ) =W (z(t), z̄(t), θ)

≜W20(θ)
z2

2
+W02(θ)

z̄2

2
+W11(θ)zz̄ +W30(θ)

z3

6
+ · · · .

Differentiating two sides above with respect to t, one has

Ẇ =Wz · ż(t) +Wz̄ · ˙̄z(t)
=(W20(θ)z +W11(θ)z̄ + · · · )(iω∗z + g(z, z̄))

+ (W02(θ)z̄ +W11(θ)z + · · · )(−iω∗z̄ + ḡ(z, z̄))

=iω∗W20(θ)z
2 − iω∗W02(θ)z̄

2 + · · · , (3.35)

from (3.33) and (3.34), we have

Ẇ ≜ A0W +H(z, z̄, θ)

= (
1

2
A0W20(θ) +

1

2
H20)z

2 + (A0W11(θ) +H11)zz̄ + (
1

2
A0W02(θ) +

1

2
H02)z̄

2.

(3.36)

Comparing the coefficients of z2 and zz̄ from (3.35) and (3.36), we arrive at

(A0 − 2iω∗I)W20(θ) = −H20(z, z̄, θ),
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A0W11(θ) = −H11(z, z̄, θ). (3.37)

When −τ ≤ θ < 0, from (3.33) and (3.34), we have

H(z, z̄, θ) =− 2Re{q̄∗T (0)F0(z, z̄)q(θ)}
=− q̄∗T (0)F0(z, z̄)q − q∗T (0)F̄0(z, z̄)q̄

=− g(z, z̄)q(θ)− ḡ(z, z̄)q̄(θ)

=(−g20q(θ)− ḡ02q̄(θ))
z2

2
+ (−g11q(θ)− ḡ11q̄(θ))zz̄

+ (−g02q(θ)− ḡ20q̄(θ))
z̄2

2
+ · · ·

=H20
z2

2
+H11zz̄ +H02

z̄2

2
+ · · · , (3.38)

then we can obtain

H20(θ) = −g20q(θ)− ḡ02q̄(θ),

H11(θ) = −g11q(θ)− ḡ11q̄(θ). (3.39)

Substituting (3.39) into (3.37) yields that

A0W20(θ) = 2iω∗W20(θ) + g20q(θ) + ḡ02q̄(θ),

A0W11(θ) = g11q(θ) + ḡ11q̄(θ). (3.40)

By applying the definition of Aµ when −τ ≤ θ < 0, we have

Ẇ20(θ) = 2iω∗W20(θ) + g20q(θ) + ḡ02q̄(θ),

= 2iω∗W20(θ) + g20q(0)e
iω∗θ + ḡ02q̄(0)e

−iω∗θ, (3.41)

which is similar to the linear ordinary differential equation of the first order

dW20(θ)

dθ
= P (θ)W20(θ) +Q(θ),

where

P (θ) = 2iω∗, Q(θ) = g20q(0)e
iω∗θ + ḡ02q̄(0)e

−iω∗θ.

By applying the method of variation of constants, we can obtain

W20(θ) =
ig20q(0)

ω∗ eiω
∗θ +

iḡ02q̄(0)

3ω∗ e−iω
∗θ + C̃1e

2iω∗θ, (3.42)

here C̃1 = (C̃1
1 , C̃

2
1 )
T is a constant vector. Similarly, we can obtain

W11(θ) =
−ig11q(0)

ω∗ eiω
∗θ +

iḡ11q̄(0)

ω∗ e−iω
∗θ + C̃2, (3.43)

where C̃2 = (C̃1
2 , C̃

2
2 )
T is a constant vector. Next, we need to calculate the values

of C̃1 and C̃2.
When θ = 0, according to the definition of A0 and (3.27), we have

H20(0) =2iω∗W20(0)−A0W20(0)
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=2iω∗W20(0)−
∫ 0

−τ
[dη(θ)]W20(θ)

=− 2g20q(0)−
2

3
ḡ02q̄(0) + 2iω∗C̃1 −

ig20
ω∗

∫ 0

−τ
eiω

∗θdη(θ)q(0)

− iḡ02
3ω∗

∫ 0

−τ
e−iω

∗θdη(θ)q̄(0)− C̃1

∫ 0

−τ
e2iω

∗θdη(θ), (3.44)

and

H11(0) =−A0W11(0) = −
∫ 0

−τ
[dη(θ)]W11(θ)

=
ig11
ω∗

∫ 0

−τ
eiω

∗θdη(θ)q(0)− iḡ11
ω∗

∫ 0

−τ
e−iω

∗θdη(θ)q̄(0)−
∫ 0

−τ
C̃2dη(θ).

(3.45)

Note that iω∗ is eigenvalue of A0 with corresponding eigenvector q(0), i.e., A0q(0) =
iω∗q(0), from (3.17), one has

iω∗q(0) =

∫ 0

−τ
eiω

∗θdη(θ)q(0). (3.46)

Similarly, according to A∗
0q̄(0) = −iω∗q̄(0), we have

−iω∗q̄(0) =

∫ 0

−τ
e−iω

∗θdη(θ)q̄(0). (3.47)

Substituting (3.46) and (3.47) into (3.44) and (3.45) respectively, then

H20(0) = −g20q(0)− ḡ02q̄(0) + 2iω∗C̃1 − C̃1

∫ 0

−τ
e2iω

∗θdη(θ), (3.48)

and

H11(0) = −g11q(0)− ḡ11q̄(0)−
∫ 0

−τ
C̃2dη(θ). (3.49)

From (3.33) and (3.34), we infer that when θ = 0,

H(z, z̄, 0) =− 2Re{q̄∗T (0)F0(z, z̄, 0)q(0)}+ F0(z, z̄, 0)

=− g(z, z̄)q(0)− ḡ(z, z̄)q̄(0) + F0(z, z̄, 0)

=(−g20q(0)− ḡ02q̄(0))
z2

2
+ (−g11q(0)− ḡ11q̄(0))zz̄

+ (−g02q(0)− ḡ20q̄(0))
z̄2

2
+ F0(z, z̄, 0)

=H20(0)
z2

2
+H11(0)zz̄ +H02(0)

z̄2

2
+ · · · . (3.50)

Notice that there exist the terms of z2 and zz̄ in F0, then compare with the coeffi-
cient of z2 and zz̄, we get

H20(0) = −g20q(0)− ḡ02q̄(0) +

 2a21 + 2a22q2 − 2e−iω
∗τ∗

2b21 + 2b22q2

 , (3.51)
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and

H11(0) = −g11q(0)− ḡ11q̄(0) +

 2a21 + 2a22Re(q2)− 2Re(e−iω
∗τ∗

)

2b21 + 2b22Re(q2)

 . (3.52)

Substituting (3.51) into (3.48), then

G1C̃1 =

 2a21 + 2a22q2 − 2e−iω
∗τ∗

2b21 + 2b22q2

 ,

where

G1 = 2iω∗I −
∫ 0

−τ
e2iω

∗θdη(θ) = 2iω∗I −M0 −M1e
−2iω∗τ∗

=

 2iω∗ − a11 + d1
n2

l2 − a13e
−2iω∗τ∗ −a12

−b11 2iω∗ + d2
n2

l2

 .

According Cramer’s Rule, we have

C̃1
1 =

∣∣∣∣∣∣ 2a21 + 2a22q2 − 2e−iω
∗τ∗ −a12

2b21 + 2b22q2 2iω∗ + d2
n2

l2

∣∣∣∣∣∣∣∣∣∣∣∣ 2iω
∗ − a11 + d1

n2

l2 − a13e
−2iω∗τ∗ −a12

−b11 2iω∗ + d2
n2

l2

∣∣∣∣∣∣
,

and

C̃2
1 =

∣∣∣∣∣∣ 2iω
∗ − a11 + d1

n2

l2 − a13e
−2iω∗τ∗

2a21 + 2a22q2 − 2e−iω
∗τ∗

−b11 2b21 + 2b22q2

∣∣∣∣∣∣∣∣∣∣∣∣ 2iω
∗ − a11 + d1

n2

l2 − a13e
−2iω∗τ∗ −a12

−b11 2iω∗ + d2
n2

l2

∣∣∣∣∣∣
.

Similarly, substituting (3.52) into (3.49) yields that

G2C̃2 =

 2a21 + 2a22Re(q2)− 2Re(e−iω
∗τ∗

)

2b21 + 2b22Re(q2)

 ,

where

G2 = −
∫ 0

−τ
dη(θ) = −M0 −M1 =

−a11 − a13 + d1
n2

l2 −a12

−b11 d2
n2

l2

 ,
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thus

C̃1
2 =

∣∣∣∣∣∣ 2a21 + 2a22q2 − 2Re(e−iω
∗τ∗

) −a12

2b21 + 2b22Re(q2) d2
n2

l2

∣∣∣∣∣∣∣∣∣∣∣∣−a11 − a13 + d1
n2

l2 −a12

−b11 d2
n2

l2

∣∣∣∣∣∣
,

and

C̃2
2 =

∣∣∣∣∣∣−a11 − a13 + d1
n2

l2 2a21 + 2a22q2 − 2Re(e−iω
∗τ∗

)

−b11 2b21 + 2b22Re(q2)

∣∣∣∣∣∣∣∣∣∣∣∣−a11 − a13 + d1
n2

l2 −a12

−b11 d2
n2

l2

∣∣∣∣∣∣
.

According to the analysis above, we can determine the values of W20(θ) and W11(θ)
from (3.42) and (3.43).

Therefore, the direction of the Hopf bifurcation and the stability of the periodic
solutions can be determined by the sign of formulas below:

c1(0) =
i

2ω∗τ∗

(
g20g11 − 2 | g11 |2 −1

3
| g02 |2

)
+

1

2
g21, µ2 = − Re(c1(0))

Re(λ′(τ∗))
,

T2 = − 1

ω∗τ∗
[Im(c1(0)) + µ2Im(λ′(τ∗))] , β2 = 2Re(c1(0)).

Theorem 3.2. If Re(c1(0)) ̸= 0, then

(i) µ2 determines the direction of the Hopf bifurcation: if µ2 > 0 (resp. µ2 < 0),
then the Hopf bifurcation is supercritical (resp. subcritical) and the bifurcating
periodic solutions exist for µ > 0 (resp. µ < 0 ).

(ii) β2 determines the stability of the bifurcating periodic solutions£º if β2 <
0 (resp. β2 > 0), then the bifurcating periodic solutions are stable (resp.
unstable).

(iii) T2 determines the period of bifurcating periodic solutions: if T2 > 0 (resp.
T2 < 0 ), then the period increases (resp. decreases).

4. Numerical simulation
In this section, we carry out some numerical simulations to illustrate theoretical
analysis given in Section 3. For system (1.4), set the following parameters:

α = 0.2, β = 2, c = 1.8, l = 10, d1 = 0.4, d2 = 0.8, (4.1)
α = 0.5, β = 2.5, c = 1.7, l = 1, d1 = 2.5, d2 = 1.7, (4.2)
α = 0.7, β = 1.6, c = 1.2, l = 10, d1 = 1.3, d2 = 0.7. (4.3)
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Figure 4. E∗ = (0.5905, 0.2687) is locally asymptotically stable, where τ = 1.34 and initial condition
is (u(x, 0), v(x, 0)) = (0.5905 + 0.5 cos(2x), 0.2687 + 0.4 cos(2x)).

Figure 5. When α = 0.2, the bifurcating periodic solutions are stable, where τ = 1.48 and initial
condition is (u(x, 0), v(x, 0)) = (0.5905 + 0.02 cos(2x), 0.2687 + 0.02 cos(2x)).

Choosing the parameters as in (4.1), by direct computation, we have τ∗ =
τ00 = 1.4544. From Theorem 3.1, one obtains that if τ ∈ [0, τ̂), then the positive
equilibrium E∗ is locally asymptotically stable. This result is shown in Figure 4.

From Theorem 3.1, we know that system (1.4) undergoes the Hopf bifurcation
at the positive equilibrium E∗ when τ = τ̂ . According to Theorem 3.2, it is easy
to check that the condition Re(c1(0)) ̸= 0 is always satisfied by using mathematical
software MATLAB, and we have

µ2 ≈ 0.1931 > 0, β2 ≈ −0.6119 < 0, T2 ≈ −0.4826 < 0.

Moreover, from (4.2)-(4.3), the condition Re(c1(0)) ̸= 0 holds. Accordingly, from
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Figure 6. When α = 0.5, the bifurcating periodic solutions are stable, where τ = 1.29 and initial
condition is (u(x, 0), v(x, 0)) = (0.4624 + 0.5 cos(2x), 0.3656 + 0.5 cos(2x)).

Figure 7. When α = 0.7, the bifurcating periodic solutions are stable, where τ = 1.5 and initial
condition is (u(x, 0), v(x, 0)) = (0.663 − 0.02 cos(2x), 0.2979 − 0.02 cos(2x)).

(4.2), we can obtain

µ2 ≈ 0.7496 > 0, β2 ≈ −2.7443 < 0, T2 ≈ −0.3466 < 0,

similarly, we can obtain the following results from (4.3),

µ2 ≈ 0.0594 > 0, β2 ≈ −0.215 < 0, T2 ≈ −0.2822 < 0.

By setting parameters in (4.1), (4.2) and (4.3), we find that the delayed reaction-
diffusion system (1.4) possesses a supercritical Hopf bifurcation with different values
of parameter α. That is, when choosing α = 0.2, α = 0.5 and α = 0.7 in condi-
tions (4.1), (4.2) and (4.3), respectively, the stable spatially homogeneous periodic
solutions will emerge with time increasing, see Figures 5, 6 and 7.
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Figure 8. For system (1.4), there exist quasi periodic solution, where α = 0.2, τ = 1.2942 and initial
condition is (u(x, 0), v(x, 0)) = (0.4624 + 0.005 cos(5x), 0.3656 + 0.05 cos(5x)).

In particular, when we let n = 2 and set the other parameters as in (4.2), then
we obtain τ∗ = τ0+2 = 1.2942, our numerical simulation results indicate that there
exist double periodic solutions induced by time delay in system (1.4), see Figure 8.
In addition, when we choose

α = 0.93, β = 0.6, c = 0.35, n = 2, l = 10, d1 = 0.3, d2 = 4,

from Theorem 3.2, we have τ∗ = τ0+2 = 2.067, and

µ2 ≈ 0.094 > 0, β2 ≈ −0.3340 < 0, T2 ≈ 0.441 > 0.

As is shown in Figure 9, the delayed predator-prey system (1.4) undergoes a su-
percritical Hopf bifurcation and admits stable spatially inhomogeneous periodic
solutions with time evolving.
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Figure 9. For system (1.4), the spatially inhomogeneous bifurcating periodic solution are stable, where
α = 0.93, τ = 2.08 and initial condition is (u(x, 0), v(x, 0)) = (0.5601−0.2 cos(2x), 0.4224−0.2 cos(2x)).

5. Conclusion
In this paper, the delayed reaction-diffusion predator-prey system with general
group defence mechanism for the prey species is considered. The stability of the
positive equilibrium, the existence of the Hopf bifurcation are researched and its
direction is investigated by the method of the first Lyapunov number when the
spatial diffusion and time delay are absent. It is found that the supercritical Hopf
bifurcation will occur in the ODEs. Then, the conditions for the occurrence of the
Hopf bifurcation in the diffusion-driven delayed system are derived. The formulas
that depend on different parameters and determine the direction and stability of
the Hopf bifurcation are derived by using the center manifold reduction and the
normal form theorem.

By setting different values of parameter α, our numerical results indicate that
not only in non-delayed system but also in diffusion-driven delayed model, the
aggregation efficiency α could induce instability, bifurcation and nonhomogeneous
solutions. For the non-delayed model, the Hopf bifurcation not only happens in case
of α = 1

2 , but also it could still occur when taking α ̸= 1
2 , which is an interesting

finding. Moreover, for the delayed model with spatial diffusion, when different
values of parameter α are set, such as α = 0.2, 0.5, 0.7, respectively, and other
parameters as in (4.1)-(4.3), it is found that the delayed reaction-diffusion system
(1.4) possesses a supercritical Hopf bifurcation and the stable spatially homogeneous
periodic solutions will emerge with time increasing. Further, from the numerical
simulations it is noted that there may exist double periodic solutions and stable
spatially inhomogeneous periodic solution when τ∗ = τ0±n for n ∈ N , see Figures 8
and 9.

The aggregation efficiency α of prey has an impact on the population size of
prey and predators. A small increase or decrease of the aggregation efficiency of
prey does not affect coexistence of prey and predators, only causes the small shift of
coexistence equilibrium point. From the critical values cH and τ j±n , we see that the
aggregation efficiency could induce the Hopf bifurcations in the system. When time
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delay is present, switches of stability will also happen. The resulting periodic solu-
tions correspond to the coexistence of prey and predators, that implies the balance
between them. That could be beneficial for prey and predators. However, from
the analysis, when the aggregation efficiency of prey α = 1, no Hopf bifurcations
will occur for the system (1.3). If the predator death rate c tends increasingly to
β, the coexistence equilibrium point E∗ will coincide with boundary equilibrium
point (1, 0), then the predators will tend to be extinct. Some more interesting and
complex dynamical behaviors about this model will be further investigated.
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Appendix
The explicit expressions of gij as follows

g20 =2σ̄
(
q̄∗1a21 + q̄∗1q2a22 − q̄∗1e

−iω∗τ∗
+ b21 + b22q2

)
,

g11 =2σ̄
(
q̄∗1a21 + q̄∗1a22Re(q2)− q̄∗1Re(e

iω∗τ∗
) + b21 + b22Re(q2)

)
,

g02 =2σ̄
(
q̄∗1a21 + q̄∗1 q̄2a22 − q̄∗1e

iω∗τ∗
+ b21 + b22q̄2

)
,

g30 =6σ̄
[
q̄∗1a21W

(1)
20 (0) + q̄∗1a22

(
1

2
W

(1)
20 (0)q2 +

1

2
W

(2)
20 (0)

)
− q̄∗1

(
1

2
W

(1)
20 (0)e−iω

∗τ∗
+

1

2
W

(1)
20 (−τ)

)
+ q̄∗1a31 + q̄∗1q2a32

+ b21W
(1)
20 (0) + b22

(
1

2
W

(1)
20 (0)q2 +

1

2
W

(2)
20 (0)

)
+ b31 + b32q2

]
,

g21 =2σ̄
[
q̄∗1a21(W

(1)
20 (0) + 2W

(1)
11 (0)) + 3b31 + b32(q̄2 + 2q2)

+ q̄∗1a22

(
1

2
W

(1)
20 (0)q̄2 +W

(1)
11 (0)q2 +W

(2)
11 (0) +

1

2
W

(2)
20 (0)

)
− q̄∗1

(
1

2
W

(1)
20 (0)eiω

∗τ∗
+W

(1)
11 (0)e−iω

∗τ∗
+W

(1)
11 (−τ) + 1

2
W

(1)
20 (−τ)

)
+ 3q̄∗1a31 + q̄∗1a32(q̄2 + 2q2) + b21

(
W

(1)
20 (0) + 2W

(1)
11 (0)

)
+ b22

(
1

2
W

(1)
20 (0)q̄2 +W

(1)
11 (0)q2 +W

(2)
11 (0) +

1

2
W

(2)
20 (0)

)]
g12 =2σ̄

[
q̄∗1a21(W

(1)
02 (0) + 2W

(1)
11 (0)) + 3b31 + b32(q2 + 2q̄2)

+ q̄∗1a22

(
1

2
W

(1)
02 (0)q2 +W

(1)
11 (0)q̄2 +W

(2)
11 (0) +

1

2
W

(2)
02 (0)

)
− q̄∗1

(
1

2
W

(1)
02 (0)e−iω

∗τ∗
+W

(1)
11 (0)eiω

∗τ∗
+W

(1)
11 (−τ) + 1

2
W

(1)
02 (−τ)

)
+ 3q̄∗1a31 + q̄∗1a32(q2 + 2q̄2) + b21

(
W

(1)
02 (0) + 2W

(1)
11 (0)

)
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+ b22

(
1

2
W

(1)
02 (0)q2 +W

(1)
11 (0)q̄2 +W

(2)
11 (0) +

1

2
W

(2)
02 (0)

)]
g03 =6σ̄

[
q̄∗1a21W

(1)
02 (0) + q̄∗1a22

(
1

2
W

(1)
02 (0)q̄2 +

1

2
W

(2)
02 (0)

)
− q̄∗1

(
1

2
W

(1)
02 (0)eiω

∗τ∗
+

1

2
W

(1)
02 (−τ)

)
+ q̄∗1a31 + q̄∗1 q̄2a32

+ b21W
(1)
02 (0) + b22

(
1

2
W

(1)
02 (0)q̄2 +

1

2
W

(2)
02 (0)

)
+ b31 + b32q̄2

]
.
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