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Abstract We shall discuss the existence and multiplicity of positive solutions
for the discrete Dirichlet problem with one-dimensional prescribed mean cur-
vature operator. Based on the critical point theory, we shall show the existence
of either one, or two, or three, or infinity many positive solutions depending
on the asymptotic behavior of nonlinearity near zero.
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1. Introduction
It’s well known that the extrinsic mean curvatureHL of a graph Σu = {(x, u(x)) |x ∈
Ω} in flat Minkowski space LN+1 is given by

HL =
1

N
div

( ∇u√
1− |∇u|2

)
, (1.1)

here LN+1 = {(t, x) ∈ R × RN} endowed with the Lorentzian metric gl = −dt2 +
N∑
i=1

dx2i , the graph Σu is determined by a smooth function u(x) : Ω ⊆ RN → R,

which means the induced metric on it from the ambient space LN+1 is Riemannian,
i.e. the norm of the gradient of u is less than 1. Calabi [8] proved that the only
entire spacelike graphs(the case Ω = RN ) in LN+1, N ≤ 4, with vanishing mean cur-
vatures are necessarily the hyperplanes. Later, Cheng and Yau [10] extend Calabi’s
theorem to arbitrary dimension. Subsequently, this kind of problem has attracted
the research of many scholars, such as Mawhin and Bereanu( [3, 5, 6]), Torres( [3]),
Jebelean( [11,15,16]), Obersnel and Omairi( [12,13]) and so on.

Since the equation (1.1) generally admits the null solution, it may have some
interest to study the existence of non-trivial (positive) solutions. Thus the existence
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and multiplicity of (positive) solutions for the Dirichlet problem of prescribed mean
curvature equations arising from (1.1) and the discrete analogue have been widely
discussed by various methods, such as the method of lower and upper solutions(
[5]) and topological degree theory (see [2, 3, 6, 12, 20]) and critical point theory
( [9, 12,13,26]), see [2, 5, 6, 9, 13,15,16,21,26] and the references therein.

Motivated it, we focus on the study of the existence and multiplicity of positive
solutions for the discrete Dirichlet problem with one-dimensional prescribed mean
curvature operator

−∇
( ∆u(k)√

1− κ(∆u(k))2

)
= f(k, u(k)), k ∈ {1, 2, · · · , N} =: [1, N ]Z, (1.2)

u(0) = u(N + 1) = 0,

where κ > 0 is a constant, ∆ is the forward difference operator with ∆u(k) =
u(k + 1) − u(k) and ∇ is the backward difference operator with ∇u(k) = u(k) −
u(k−1), and f ∈ C([1, N ]Z× [0,∞),R). An interesting question is which techniques
and theorems regarding the continuous differential equations can be adapted for
difference equations. Many literatures discuss this question and give some common
points and differences between the continuous case and its discrete analogue, see
for example, see Kelly and Peterson [17], Agarwal and O’Regan [1], Bereanu and
Mawhin [4], Elsayed et al. [14], Cabada et al. [7]).

It is worthy pointing out that when κ = 0, the problem (1.2) is degenerated to
the classical second-order discrete boundary value problem

−∇(∆u(k)) = f(k, u(k)), k ∈ [1, N ]Z, (1.3)
u(0) = u(N + 1) = 0.

The equation (1.3) with other boundary value conditions has been discussed
by Agarwal et al. [1], Bereanu and Mawhin [4], Cabada and Dimitrov [7], Zhang
and Liu [25], Yu et al. [24], Luca [18, 19] and the references therein. Especially, by
using Minimax principle and Mountain Pass Lemma in critical point theory, they
proved the existence and multiplicity of positive solutions of (1.3) under the suitable
conditions for the nonlinear term f , see [24,25].

When κ = −1, Zhou and Ling [26] obtained infinitely many positive solutions
for the second order nonlinear difference equation

−∇
( ∆u(k)√

1 + (∆u(k))2

)
= λf(k, u(k)), k ∈ [1, T ]Z,

u(0) = u(T + 1) = 0.

When κ = 1, Chen et al. [9] gave the existence and multiplicity of positive solutions
for the following discrete boundary value problem

−∇
( ∆u(k)√

1− (∆u(k))2

)
= λµ(k)uq(k), k ∈ [1, N ]Z,

∆u(1) = u(N + 1) = 0,

where λ > 0, q > 1, N > 3. They proved that there exists a constant Λ, such that
this problem does not have a positive solution for λ ∈ (0,Λ), has at least one positive
solutions for λ = Λ and has at least two positive solutions for λ ∈ (Λ,∞). Motivated



Multiple positive solutions of the . . . 843

by the above papers, we establish the existence and multiplicity of positive solutions
of the problem (1.2) by variational methods, which develops the main results of
[1, 4, 9, 16,24,25].

Clearly, (1.2) can be rewritten as

−∇(ϕ(∆u(k))) = f(k, u(k)), k ∈ [1, N ]Z, u(0) = u(N + 1) = 0, (1.4)

where ϕ : (− 1√
κ
, 1√

κ
) → R defined by

ϕ(s) =
s√

1− κs2
. (1.5)

Clearly, ϕ−1(y) = y√
1+κy2

is globally Lipschitz in R. Since ϕ is singular at ± 1√
κ

, we
can remove the singularity of ϕ by the equivalent transformation of problem (1.2)
into the following problem

−∇(ψ(∆u(k))) = f̃(k, u(k)), k ∈ [1, N ]Z, u(0) = u(N + 1) = 0, (1.6)

where ψ is an asymptotically linear increasing homeomorphism from R to R such
that ψ(s) = s√

1−κs2
near s = 0, the function f̃ is bounded, actually vanishes outside

the rectangle [0, N +1]Z× [−N+1
2
√
κ
, N+1
2
√
κ
], and f̃ = f in [0, N +1]Z× [0, N+1

2
√
κ
]. Hence,

to obtain the existence of positive solutions of (1.2), we only need to establish the
existence of positive solutions of the discrete Dirichlet problem (1.6).

The rest of the paper is organized as follows. In Section 2, we introduce some
basic results on variational method for the functional defined on a real Banach space.
In Section 3, we will first establish the variational framework of (1.2) and transfer
the existence of positive solutions of (1.2) into the existence of critical points of the
corresponding functional. Next we will prove the existence results of either one, or
two, or three positives solutions. In Section 4, we prove the existence of infinity
many positive solutions of (1.2) under suitable oscillatory assumptions at zero on
the nonlinearity f via a variational principle by Ricceri [23, Theorem 2.5].

2. Preliminary results
For convenience, we list a few notations that will be used throughout this paper.
Set R+ = (0,∞). Let a, b ∈ Z with a < b, denote [a, b]Z = {a, a + 1, · · · , b}, and
b∑

k=a

u(k) = 0,
b∏

k=a

u(k) = 1 with b < a. For u ∈ RN , set

∥u∥∞ = max
k∈[1,N ]Z

|u(k)|, ∥u∥1 =

N∑
k=1

|u(k)|, ∥u∥ =
( N∑

k=1

u2(k)
) 1

2

.

It is easy to verify that the norms ∥ · ∥∞, ∥ · ∥1, ∥ · ∥ are equivalent. Let ∥∆u∥∞ =

max
k∈[0,N ]Z

|∆u(k)|, ∥∆u∥1 =
∑N

k=0 |∆u(k)|, ∥∆u∥ =
(∑N

k=0(∆u(k))
2
) 1

2

. Denote

u+ = max{u, 0}, u− = min{u, 0}.
Let E be the class of function u : [0, N +1]Z → R such that u(0) = u(N +1) = 0

with the usual inner product and the usual norm

(u,v) =

N∑
k=1

(u(k), v(k)), ∥u∥ =
( N∑

k=1

u2(k)
) 1

2

,
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respectively. Then E is an N -dimensional Hilbert space. Furthermore, E is isomor-
phic to RN , its elements can be associated to the coordinates (u(1), u(2), · · · , u(N)).

Lemma 2.1 (Discrete Poincaré inequality, see Lemma 3, [22]). Let a < b be two
given integers, w ∈ Rb−a+1 with w(a) = 0. Then

b∑
i=a

w2(i) ≤ (b− a)2

2

b−1∑
j=a

(w(j + 1)− w(j))2.

Lemma 2.2 (Theorem 2.5, [23]). Let X be a Hilbert space, Φ,Ψ : X → R two
sequentially weakly lower semicontinuous, continuously Gâteaux differentiable func-
tionals. Assume that Ψ is strongly continuous and coercive. For each ρ > inf

X
Ψ,

set

φ(ρ) := inf
Ψ−1((−∞,ρ))

Φ(u)− inf
Ψ−1((−∞,ρ))

w Φ

ρ−Ψ(u)
,

where Ψ−1((−∞, ρ)) := {u ∈ X : Ψ(u) < ρ} and Ψ−1((−∞, ρ))
w is its closure in

the weak topology of X. Furthermore, set

δ := lim inf
ρ→(infX Ψ)+

φ(ρ).

If δ < +∞, then for every λ > δ, either Φ+λΨ posseses a local minimum, which is
also a global minimum of Ψ, or there is a sequence {uk} of pairwise distinct critical
points of Φ+λΨ, with lim

k→∞
Ψ(uk) = infX Ψ, weakly converging to a global minimum

of Ψ.

3. Existence and multiplicity of positive solutions
We discuss the existence and multiplicity of positive solutions for problem (1.2).
Assume that

(H1) f : [1, N ]Z × R → R is continuous.
(H2) f(k, 0) ≥ 0 for k ∈ [1, N ]Z.
(H3) there exist a, b ∈ Z with 1 ≤ a < b ≤ N such that lim inf

s→0+

F (k,s)
s2 > −∞ for

k ∈ [a, b]Z, where F (k, u) =
∫ u

0
f(k, s)ds.

(H4) there exist c, d ∈ Z with a < c < d < b such that lim sup
s→0+

d∑
k=c

F (k,s)
s2 = +∞.

3.1. An equivalent formulation
Let us define f̃ : [1, N ]Z × R → R as follows:

f̃(k, s) =



f(k, 0)(
√
κ

N+1s+ 1), if − N+1√
κ
< s < 0,

f(k, s), if 0 ≤ s ≤ N+1
2
√
κ
,

f(k, N+1
2
√
κ
)(2− 2

√
κ

N+1s), if N+1
2
√
κ
< s < N+1√

κ
,

0, if |s| ≥ N+1√
κ
.

(3.1)
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Clearly, f̃(k, ·) is continuous. Then looking for the positive solution of (1.2) is
equivalent to looking for the positive solution of the same problem with f replaced
by f̃ . In fact, if u is a positive solution of (1.2), then ∥∆u∥∞ < 1√

κ
and hence

∥u∥∞ < N+1
2
√
κ

. In the following context, we shall replace f with f̃ and such a
function satisfies all the assumptions (H1)-(H4). From (H1), for each r > 0, there
exists γ ∈ RN , such that f(k, s) ≤ γ(k) for every s ∈ [−r, r] and k ∈ [1, N ]Z.
Furthermore, by (H1), there exists γ ∈ RN such that

|f̃(k, s)| ≤ γ(k), for k ∈ [1, N ]Z and s ∈ R. (3.2)

Set σ = ϕ′(ϕ−1(∥γ∥1)) and for v ∈ R, define

ψ(v) =


σ(v + ϕ−1(∥γ∥1))− ∥γ∥1, if v < −ϕ−1(∥γ∥1),

ϕ(v), if |v| ≤ ϕ−1(∥γ∥1),

σ(v − ϕ−1(∥γ∥1)) + ∥γ∥1, if v > ϕ−1(∥γ∥1).

(3.3)

Set

Ψ(v) =

∫ v

0

ψ(s)ds, (3.4)

and observe that
1

2
v2 ≤ Ψ(v) ≤ 1

2
σv2 for any v ∈ R. (3.5)

We claim that a function u ∈ E is a positive solution of (1.2) if and only if it is a
positive solution of the problem

−∇
(
ψ(∆u(k))

)
= f̃(k, u(k)), k ∈ [1, N ]Z, u(0) = u(N + 1) = 0. (3.6)

Suppose that u is a positive solution of (1.2). Then it follows from u(0) =
u(N + 1) = 0 and u(k) > 0, k ∈ [1, N ]Z that there at least exists k0 ∈ [1, N ]Z such
that ∆u(k0 − 1) ≥ 0 ≥ ∆u(k0). If k0 < k ≤ N , summing the equation in (1.2)

between i = k0 and k, we obtain that −ϕ(∆u(k)) = −ϕ(∆u(k0−1))+
k∑

i=k0

f̃(i, u(i)).

If 1 ≤ k < k0, summing the equation in (1.2) between i = k + 1 and k0, we obtain

that ϕ(∆u(k)) = ϕ(∆u(k0)) +
k0∑

i=k+1

f̃(i, u(i)). Thus,

|ϕ(∆u(k))| ≤
N∑
i=1

|f̃(i, u(i))| ≤ ∥γ∥1, k ∈ [1, N ]Z,

and |∆u(k)| ≤ ϕ−1(∥γ∥1). Therefore ϕ(∆u(k)) = ψ(∆u(k)) in [1, N ]Z and we con-
clude that u is a positive solution of (3.6).

Suppose that u is a positive solution of (3.6). Arguing as above we see that
|∆u(k)| ≤ ψ−1(∥γ∥1), from (3.3), ψ(∆u(k)) = ϕ(∆u(k)) in [1, N ]Z. In particular
∥∆u∥∞ < 1√

κ
and we conclude that u is a positive solution of (1.2).
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3.2. Existence of a positive solution
Theorem 3.1. Suppose that (H1)-(H4) hold. Then problem (1.2) has at least one
positive solution.

Proof. It’s easy to verify that a function u ∈ E is a positive solution of (1.2) if
and only if it is a positive solution of the problem (3.6). In the sequel of the proof
we shall replace f with f̃ . However, for the sake of simplicity in the notation, the
modified function f̃ will still be denoted by f .

Define the functional J1 : E → R as

J1(v) =

N+1∑
k=1

Ψ(∆v(k − 1))−
N∑

k=1

F (k, v). (3.7)

Then J1 is C1(E,R) and weakly lower semicontinuous. For any u ∈ E, by using
u(0) = u(N + 1) = 0 and (3.7), we can compute the Fréchet derivative as
∂J1(u)

∂u

= lim
t→0

J1(u+ th)− J1(u)

t

= lim
t→0

N+1∑
k=1

[Ψ(∆(u(k−1)+th(k−1)))−Ψ(∆u(k−1))]−
N∑

k=1

[F (k, u(k+th(k))−F (k, u(k))]

t

= lim
t→0

N+1∑
k=1

Ψ′(∆(u(k−1)+θth(k−1)))∆h(k−1)t−
N∑

k=1

F ′(k, u(k+θth(k)))h(k)t

t

(
θ∈ [0, 1)

)
=

N∑
k=1

ψ(∆(u(k − 1)))∆h(k − 1)− f(k, u(k))h(k)

=−
N∑

k=1

[∇ψ(∆(u(k))) + f(k, u(k))]h(k),

since h ∈ E. Thus u is a critical point of J1 on E (that is, J ′
1(u) = 0) if and only

if −∇ψ(∆u(k)) = f(k, uk). By (3.2), there exists a constant cf > 0 such that
N∑
s=1

F (k, v) ≤ cf for all v ∈ E.

It follows from (3.5) that J1 is coercive and bounded from below.
Therefore, there exists u ∈ E such that

J1(u) = min
v∈E

J1(v).

It is easy to see that u ∈ E and u is a solution of problem (3.6). To check that
u ≥ 0, we test the equation in (3.6) against u−. It concludes from (H2) that

N∑
k=1

ψ(∆u−k )∆u
−(k) ≤ 0,

which yields u− = 0 by the monotonicity of ψ. Finally, we verify that u ̸= 0. Let
χ ∈ E with 0 ≤ χ ≤ 1, χ(k) = 0 for k ∈ [0, a − 1]Z ∪ [b + 1, N + 1]Z and χ(k) = 1
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for k ∈ [a, b]Z. From (H3) and (H4), there exist a constant K > 0 and a strictly
decreasing sequence {xn} satisfying

lim
n→+∞

xn = 0, lim
n→+∞

d∑
k=c

F (k, xn)

x2n
= +∞,

F (k, xnχ(k)) ≥ −Kx2nχ2(k) for k ∈ [a, b]Z and all n ≥ 1. (3.8)

By using (3.5), it is easy to compute that

J1(xnχ) =

N+1∑
k=1

Ψ(xn∆χ(k − 1))−
N∑

k=1

F (k, xnχ)

≤ x2n

(1
2
σ

N+1∑
k=1

(∆χ(k − 1))2 −
d∑

k=c

F (k, xn)

x2n
+K

N∑
k=1

χ2(k)
)

= x2n

(1
2
σ∥∆χ∥2 −

d∑
k=c

F (k, xn)

x2n
+K∥χ∥2

)
.

Hence, we infer

J1(u) ≤ J1(xnχ) < 0 for all large enough n,

implying u ̸= 0.
Hence, u is a positive solution of (3.6), i.e. u is a positive solution of (1.2).

Example 3.1. Let m,n : [1, N ]Z → R with m+ > 0. Then from Theorem 3.1, the
problem

−∇
( ∆u(k)√

1− κ(∆u(k))2

)
= m(k)up(k)+n(k)uq(k), k ∈ [1, N ]Z, u(0) = u(N+1) = 0

has a positive solution, where p ∈ (0, 1) and q ∈ (1,+∞).

3.3. Existence of multiple positive solutions
Theorem 3.2. Suppose that

(H5) g : [1, N ]Z × R → R is continuous and set G(k, s) =
∫ s

0
g(k, ξ)dξ;

(H6) there exists ω ∈ E with ω > 0 and ∥∆ω∥∞ < 1√
κ

such that
N∑

k=1

G(k, ω) > 0;

(H7) lim sup
s→0+

G(k,s)
s2 ≤ 0 for k ∈ [1, N ]Z;

(H8) g(k, 0) = 0 for k ∈ [1, N ]Z.
Then there exists µ∗ > 0 such that the problem

−∇
( ∆u(k)√

1− κ(∆u(k))2

)
= µg(k, u(k)), k ∈ [1, N ]Z, u(0) = u(N + 1) = 0 (3.9)

has at least two positive solutions for all µ > µ∗.
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Proof. By similar argument of the equivalent formulation of (1.2) in Section 3.1,
we can replace g with the function g̃ : [1, N ]Z × R → R defined by

g̃(k, s) =


g(k, s), if 0 ≤ s ≤ N+1

2
√
κ
,

g(k, N+1
2
√
κ
)(2− 2

√
κ

N+1s), if N+1
2
√
κ
< s < N+1√

κ
,

0, if s ≥ N+1√
κ

or s ≤ 0,

(3.10)

then g(k, ·) is continuous and observe once more that, with the context of positive
solutions of (3.9), to look for the solutions of problem (3.9) is equivalent to look for
the solutions of the same problem with g replaced by g̃. In the sequel of the proof
we shall replace g with g̃. However, for the sake of simplicity in the notation, the
modified function g̃ will still be denoted by g. Moreover, such a function satisfies
all the properties assumed in the statement of the theorem.

Let ω ∈ E be the function with the properties described in (H6) and let µ∗ be
such that

N+1∑
k=1

Φ(∆ω(k − 1))− µ∗
N∑

k=1

G(k, ω) = 0, (3.11)

where Φ(y) =
∫ y

0
ϕ(ξ)dξ for any y ∈ (− 1√

κ
, 1√

κ
) and ϕ defined by (1.5). Fixed

µ > µ∗, it follows from (H5) that for each r > 0, there exists γ ∈ RN such that
|g(k, s)| ≤ γ(k) for k ∈ [1, N ]Z and every s ∈ [−r, r]. Moreover, from (3.10), there
exists γ ∈ RN such that

µ|g(k, s)| ≤ γ(k) for k ∈ [1, N ]Z and s ∈ R.

This together with (3.9),(3.11) and the argument of Section 3.1 implies that

ϕ(∥∆ω∥∞) < ∥γ∥1.

Define ψ as in (3.3), Ψ as in (3.4), and Jµ : E → R by setting

Jµ(u) =

N+1∑
k=1

Ψ(∆u(k − 1))− µ

N∑
k=1

G(k, u).

It’s not difficult to verify that Jµ is C1 and weakly lower semicontinuous. Moreover,
it is coercive and bounded from below.

Let u1 ∈ E be such that

Jµ(u1) = min
u∈E

Jµ(u)

and by (3.11), it concludes that

Jµ(u1) < 0. (3.12)

Notice that u1 ∈ E is a nontrivial solution of the problem

−∇
(
ψ(∆u(k))

)
= µg(k, u(k)), k ∈ [1, N ]Z, u(0) = u(N + 1) = 0. (3.13)

By using the condition g(k, s) ≤ 0 for s ≤ 0, k ∈ [1, N ]Z, and arguing as in the proof
of Theorem 3.1, we see that any solution u of (3.13) satisfies u ≥ 0. In particular
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u1 is a positive solution of (3.13). A second solution u2 can be found using the
mountain pass theorem (see e.g. [27] ). Note that the coercivity of Jµ implies that
the Palais-Smale condition holds. Let us check that the functional has a mountain
pass geometry near the origin. Take ε > 0 such that

1

N2
− µε > 0.

From (H7), there exists r such that 0 < r < ∥u1∥ and

G(k, s) ≤ εs2 for k ∈ [1, N ]Z, s ∈ [0, r].

For any v ∈ E, by Cauchy-Schwarz inequality, we get that

∥v∥∞ ≤
√
N∥v∥. (3.14)

Therefore, for all v ∈ E with 0 < ∥v∥ ≤ r√
N

, by using (3.5) and Lemma 2.1, we
have that

Jµ(v) =

N+1∑
k=1

Ψ(∆v(k − 1))− µ

N∑
k=1

G(k, v)

≥ 1

2

N+1∑
k=1

(∆v(k − 1))2 − µε

N∑
k=1

v2(k) ≥ ∥v∥2( 1

N2
− µε) > 0.

Since (3.12) also holds, it yields that the functional Jµ has a critical point u2, with
Jµ(u2) > 0. Thus, u2 is a positive solution of (3.13), which is different from u1.
By the claim in Section 3.1, we conclude that u1 and u2 are actually solutions of
problem (3.9).

Example 3.2. Let q ∈ (1,+∞), and n : [1, N ]Z → R with n+ > 0. Then by using
Theorem3.2, we get that there exists µ∗ > 0, such that for any µ > µ∗, the problem

−∇
( ∆u(k)√

1− κ(∆u(k))2

)
= µn(k)uq(k), k ∈ [1, N ]Z, u(0) = u(N + 1) = 0

has at least two positive solutions.

Now we give a result about the existence of at least three positive solutions of
the following two-parameter problem

−∇
( ∆u(k)√

1− κ(∆u(k))2

)
= λf(k, u(k)) + µg(k, u(k)), k ∈ [1, N ]Z,

u(0) = u(N + 1) = 0. (3.15)

Theorem 3.3. Let (H1-H8) and
(H9) lim inf

s→0+

G(k,s)
s2 > −∞ for k ∈ [a, b]Z with a, b defined in (H2).

Then there exists µ∗ > 0 and a function λ : (µ∗,+∞) → R+ ∪ {+∞} such that
the problem (3.15) has at least three positive solutions for all µ > µ∗ and for all
λ ∈ (0, λ(µ)).
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Proof. Like in the proofs of Theorem 3.1 and Theorem 3.2, we replace f and g
with functions f̃ and g̃, we will still denote by f and g, which satisfy all assumptions
of the theorem, agree with the original functions in [1, N ]Z× [0, N+1

2
√
κ
) and such that

f(k, s) ≥ 0 and g(k, s) = 0 for any k ∈ [1, N ]Z and s ≤ 0. Thus, there exist
constants cf , cg > 0 such that

N∑
s=1

|F (s, v)| ≤ cf and
N∑
s=1

|G(s, v)| ≤ cg for all v ∈ E.

The proof will follow closely the lines of the proof of Theorem 3.2. The properties
of g yield that a first solution as a global minimizer and a second solution as a
mountain pass critical point for large µ. Next, for small λ, the properties of f
produce an additional local minimum point close to the origin.

As in the proof of Theorem 3.2, let ω ∈ E be the function with the properties
described in (H6) and let µ∗ be such that

N+1∑
k=1

Φ(∆ω(k − 1))− µ∗
N∑

k=1

G(k, ω) + 2cf = 0. (3.16)

Fixed µ > µ∗, it follows from (H1) and (H5) that there exists γ ∈ RN , such that

|f(k, s)|+ µ|g(k, s)| ≤ γ(k) for any k ∈ [1, N ]Z and s ∈ R.

From (3.15),(3.16) and the argument of Section 3.1, we have that ϕ(∥∆ω∥∞) < ∥γ∥1.
We define ψ as in (3.3), Ψ as in (3.4) and for all λ > 0, the functional Jλ,µ : E → R
by setting

Jλ,µ(v) =

N+1∑
k=1

Ψ(∆v(k − 1))− λ

N∑
k=1

F (k, v)− µ

N∑
k=1

G(k, v).

Then Jλ,µ is C1 and weakly lower semicontinuous and coercive. In particular, Jλ,µ

satisfies the Palais-Smale condition. Consequently, for each λ > 0, there exists
u1 ∈ E such that

Jλ,µ(u1) = min
v∈E

Jλ,µ(v).

Clearly, u1 ∈ E is a solution of the problem

−∇
(
ψ(∆u(k))

)
= λf(k, u(k)) + µg(k, u(k)), k ∈ [1, N ]Z,

u(0) = u(N + 1) = 0. (3.17)

Meanwhile, by (3.16), if λ ∈ (0, 1), then

Jλ,µ(u1) ≤ Jλ,µ(ω) < −cf < 0. (3.18)

By using the fact that λf(k, s) + µg(k, s) ≥ 0 for k ∈ [1, N ]Z, s ≤ 0, and arguing
as in the proof of Theorem 3.1, we see that any solution u of (3.17) satisfies u ≥ 0.
Therefore, u1 is a positive solution of (3.17).

By a similar way of the proof of Theorem 3.2, the second solution will be found
by using the mountain pass theorem. Take ε > 0, such that

1

N2
− µε > 0.
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From (H7), there exists r such that 0 < r < ∥ω∥ and

G(k, s) ≤ εs2 for any k ∈ [1, N ]Z and s ∈ [0, r].

Take v ∈ E with 0 < ∥v∥ ≤ r√
N

. Then it follows from (3.5) and Lemma 2.1 yields
that

N+1∑
k=1

Ψ(∆v(k − 1))− µ

N∑
k=1

G(k, v) ≥ 1

2

N+1∑
k=1

(∆v(k − 1))2 − µε

N∑
k=1

v2(k)

≥ ∥v∥2( 1

N2
− µε) > 0. (3.19)

Take a constant λ(µ) ∈ (0, 1) such that

r2

N

( 1

N2
− µε

)
− λ(µ)cf > 0

and choose any λ ∈ (0, λ(µ)). By (3.19), we have

Jλ,µ(v) > 0 for all v ∈ E with ∥v∥ =
r√
N
.

Since (3.18) holds, by the mountain pass theorem we conclude that the functional
Jλ,µ has a critical point u2 with Jλ,µ(u2) > 0. Therefore u2 is a positive solution
of (3.17). Since Jλ,µ(u1) < 0, it concludes that u1 ̸= u2.

Finally, we prove that there exists a local minimum point u3 of Jλ,µ with ∥u3∥ <
r√
N

. To verify that u3 ̸= 0, we argue as in the proof of Theorem 3.1. Consider a
function χ ∈ E, a constant K > 0 and a strictly decreasing sequence {cn} as in
(3.8), with the further property, which follows from (H9) that

G(k, cnχ(k)) ≥ −Kc2nχ2(k) for any k ∈ [1, N ]Z and all n.

Then by using (3.5) and (3.8), we compute that

Jλ,µ(cnχ) =

N+1∑
k=1

Ψ(cn∆χ(k − 1))− λ

N∑
k=1

F (k, cnχ)− µ

N∑
k=1

G(k, cnχ)

≤ c2n

(1
2
σ

N+1∑
k=1

(∆χ(k − 1))2 − λ

d∑
k=c

F (k, cn)

c2n
+ (λ+ µ)K

N∑
k=1

χ2(k)
)

= c2n

(1
2
σ∥∆χ∥2 − λ

d∑
k=c

F (k, cn)

c2n
+ (λ+ µ)K∥χ∥2

)
.

Hence, we conclude that Jλ,µ(u3) ≤ Jλ,µ(cnχ) < 0 for all large enough n and in
particular, u3 ̸= 0. Obviously, (3.19) yields Jλ,µ(u3) > −cf . Since Jλ,µ(u1) < −cf
by (3.18), it concludes that u1 ̸= u3. Therefore u1, u2 and u3 are positive solutions
of (3.17) and by the claim in Section 3.1, u1, u2 and u3 are positive solutions of
(3.15).

Example 3.3. Let p ∈ (0, 1), q ∈ (1,+∞) and m,n : [1, N ]Z → R with m+ > 0
and n+ > 0. Then Theorem 3.3 implies that there exist a constant µ∗ > 0 and of a
function λ : (µ∗,+∞) → R+ ∪ {∞} such that the problem

−∇
( ∆u(k)√

1− κ(∆u(k))2

)
= λm(k)up(k) + µn(k)uq(k), k ∈ [1, N ]Z,
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u(0) = u(N + 1) = 0

has at least three positive solutions for all µ > µ∗ and all λ ∈ (0, λ(µ)).

4. Infinitely many positive solutions
Theorem 4.1. Assume that (H1)-(H4) and

(H10) f(k, u) = g(k)h(u) with g(k) > 0 for all k ∈ [1, N ]Z;
(H11) there exist two strictly decreasing sequences {ai} and {bi} with bi+1 <

ai < bi and b1 <
N+1
2
√
κ

such that lim
i→∞

bi = 0, lim
i→∞

ai

bi
= 0 and h(s) ≤ 0 for every

s ∈ [ai, bi].
Then problem (1.2) has a sequence of positive solutions {ui} ⊂ E which satisfies

lim
i→∞

∥ui∥∞ = 0.

Proof. Like in the proof of Theorem 3.1, we replace h with the auxiliary function
ĥ, which satisfies all the assumptions of the theorem, and ĥ(u) = h(u) on [0, N+1

2
√
κ
].

We split the proof in several steps.
Step 1. A modified problem. Let us define ĥ : R → R as follows:

ĥ(s) =


0, if s < 0,

h(s), if 0 ≤ s < b1,

h(b1), if s ≥ b1.

(4.1)

Obviously, ĥ is continuous and Ĥ denote its primitive, that is Ĥ(s) =
∫ s

0
ĥ(ξ)dξ. It

is easy to see that Ĥ and ĥ have the same properties with H and h, respectively.
Therefore, we argue as the claim of Theorem 3.1, a function u ∈ E is a solution of
(1.2) if and only if it is a solution of the problem

−∇
(
ψ(∆u(k))

)
= g(k)ĥ(u(k)), k ∈ [1, N ]Z, u(0) = u(N + 1) = 0. (4.2)

Let J ,H : E → R be the functionals defined by

J (u) =

N+1∑
k=1

Ψ(∆u(k − 1)), H(u) = −
N∑

k=1

g(k)Ĥ(u(k)), u ∈ E.

Due to (3.5), J is well defined on E, continuous, coercive and weakly lower semicon-
tinuous and H is also well defined and sequentially weakly continuous. Moreover,
J and H are continuously Gâteaux differentiable with derivative given by

∂J
∂u

(v) =

N+1∑
k=1

ψ(∆u(k−1))∆v(k−1),
∂H
∂u

(v) = −
N∑

k=1

g(k)ĥ(u(k))v(k), ∀ u, v ∈ E.

With these assumption, the function φ from Lemma 2.2 reads as follows

φ(ρ) = inf
J−1((−∞,ρ))

H(u)− infJ−1((−∞,ρ))
H

ρ− J (u)
,
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where J−1((−∞, ρ)) := {u ∈ E : J (u) < ρ}.
Step 2. We claim that δ < 1.
Recall that δ = lim inf

ρ→0+
φ(ρ) and clearly δ ≥ 0. It follows from Ĥ(s) = 0, s ≤ 0

that
max

[−bi,bi]
Ĥ = max

[0,bi]
Ĥ = max

[0,ai]
Ĥ.

Let s̄i ∈ [0, ai] such that Ĥ(s̄i) = max
[−bi,bi]

Ĥ and denote si = 1
N2σ b

2
i , here σ is defined

by (3.3). Then it follows that

J−1((−∞, si]) ⊆ {v ∈ E | ∥v∥∞ ≤ bi}.

In fact, if v ∈ E is such that J ≤ si, then by (3.5) and Lemma 2.1, we have that

1

N2
∥v∥2 ≤ 1

2
∥∆v∥2 ≤ J (v) ≤ si,

and clearly, ∥v∥2∞ ≤ b2i . Hence

sup
J−1((−∞,ρ))

(−H(v)) ≤ max
v∈[−bi,bi]

Ĥ(v) ·
N∑

k=1

g(k) = Ĥ(s̄i)∥g∥1. (4.3)

By (H3) lim inf
s→0+

Ĥ(s)
s2 > −∞, there exist M1 > 0 and τ ∈ (0, b1) such that

Ĥ(s) > −M1s
2 for every s ∈ (0, τ). (4.4)

Set η = σ[N+1−(b−a)]
2a(N+1−b) and θ = (2a+1)(a+1)

a + [2(N−b)+1](N−b)
N+1−b . Choose a suitable

constant l, such that

lim sup
i→∞

max[0,ai] Ĥ

b2i
< l <

1

∥g∥1
.

For i large enough, it follows from (H11) that

max[0,ai] Ĥ

b2i
∥g∥1 +

(M1θ

6
∥g∥∞ + ηl∥g∥1

)a2i
b2i

< l∥g∥1,

which implies that for any s̄i ≤ ai, we get that

Ĥ(s̄i)

si
∥g∥1 +

(M1θ

6
∥g∥∞ + ηl∥g∥1

) s̄2i
si
< l∥g∥1. (4.5)

Define

ws̄i(k) =


s̄i
a k, if k ∈ [0, a]Z,

s̄i, if k ∈ [a, b]Z,

s̄i
N+1−b (N + 1− k), if k ∈ [b,N + 1]Z.

Clearly, ws̄i ∈ E and

J (ws̄i) ≤
1

2
σ∥∆ws̄i∥2 ≤ σ

2
(
1

a
+

1

N + 1− b
)s̄2i = ηs̄2i . (4.6)
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So, it follows from the definition of ws̄i that

−H(ws̄i)

=

N∑
k=1

g(k)Ĥ(ws̄i(k))

=

a∑
k=1

g(k)Ĥ(ws̄i(k)) +

b∑
k=a+1

g(k)Ĥ(ws̄i(k)) +

N∑
k=b+1

g(k)Ĥ(ws̄i(k))

>− M1(2a+1)(a+1)

6a
∥g∥∞s̄2i +Ĥ(s̄i) min

[a+1,b]Z
g−M1(2(N−b)+1)(N−b)

6(N+1−b)
∥g∥∞s̄2i

>− M1s̄
2
i

6

[ (2a+ 1)(a+ 1)

a
+

(2(N − b) + 1)(N − b)

(N + 1− b)

]
∥g∥∞ = −M1θ

6
∥g∥∞s̄2i .

(4.7)

This together with (4.3) and (4.5)-(4.7) deduces that

sup
J−1((−∞,sk])

(−H(v) +H(ws̄i) ≤ ∥g∥1Ĥ(s̄i) +
M1θ

6
∥g∥∞s̄2i

≤ l∥g∥1(si − ηs̄2i ) ≤ l∥g∥1(si − J (ws̄i)).

Since si → 0 as i→ ∞, we get that

δ ≤ lim inf
i

H(ws̄i)− infJ−1((−∞,si]) H(v)

si − J (ws̄i)
≤ l∥g∥1 < 1.

Step 3. 0 is not a local minimum of J +H.
We will construct a sequence of functions in E tending in norm to zero where

the energy attains negatives value. By the assumption (H4), it follows that
lim sup
s→0+

Ĥ(s)
s2 = +∞, so there exists M2 > 0 such that

M2 >
6η +M1θ∥g∥∞

6 min
[a+1,b]Z

g
, (4.8)

then there exists a sequence {s̃i} ⊂ (0, τ) converging to zero such that

Ĥ(s̃i) > M2s̃
2
i . (4.9)

Let ws̃i(k) be defined by

ws̃i(k) =


s̃i
a k, if k ∈ [0, a]Z,

s̃i, if k ∈ [a, b]Z,

s̃i
N+1−b (N + 1− k), if k ∈ [b,N + 1]Z.

It is clear that ∥ws̃i∥ → 0 as k → ∞. We claim that

J (ws̃i) +H(ws̃i) < 0.
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Indeed, it follows from (4.4) and (4.8) that

J (ws̃i) +H(ws̃i)

≤ηs̃2i −
a∑

k=1

g(k)Ĥ(ws̃i(k))−
b∑

k=a+1

g(k)Ĥ(ws̃i(k))−
N∑

k=b+1

g(k)Ĥ(ws̃i(k))

≤ηs̃2i +
M1(2a+1)(a+1)

6a
∥g∥∞s̃2i −Ĥ(s̃i) min

[a+1,b]Z
g+

M1(2(N−b)+1)(N−b)
6(N+1−b)

∥g∥∞s̃2i

≤s̃2i
(
η +

M1θ

6
∥g∥∞ −M2 min

[a+1,b]Z
g
)

<0 = J (0) +H(0).

Hence, the claim is achieved.
Step 4. Existence of a sequence of critical points for J +H.
We apply Lemma2.2 to the functionals J and H with λ = 1. One has that 0 is

the global minimum of J and by Step 3, it is not a local minimum of J +H, hence
there exists a sequence {ui} of pairwise distinct critical points of the energy such
that lim

i→∞
J (ui) = 0. In particular,

lim
i→∞

∥ui∥∞ = 0. (4.10)

Now, we shall prove that the critical points of the energy functional are positive.
Assume that u is a critical point of J +H and the set {k |u(k) < 0} ̸= ∅, then by
using the fact ĥ(u) = 0 for u ≤ 0, we have

0 =
∂J
∂u

(u)u− +
∂H
∂u

(u)u− =

N∑
k=1

ψ(∆u(k))∆u−(k − 1)−
N∑

k=1

ĥ(u(k))u−(k)

=

N∑
k=1

ψ(∆u−(k))∆u−(k − 1),

which implies u− = 0, a contradiction. By the similar argument of the proof of
Theorem 3.1, we can verify that ui ̸= 0. Hence, by (4.10), for i large enough,
0 ≤ ui(k) ≤ b1 for every k ∈ [0, N + 1]Z, and (1.2) has a sequence positive solution
{ui} satisfies (4.10).
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