Journal of Applied Analysis and Computation Website:http://www.jaac-online.com
Volume 11, Number 3, June 2021, 1222-1239 DOI:10.11948,/20200059

CONTROLLABILITY AND HYERS-ULAM
STABILITY OF IMPULSIVE SECOND ORDER
ABSTRACT DAMPED DIFFERENTIAL
SYSTEMS*

Akbar Zada!, Lugman Alam?, Jiafa Xu?' and Wei Dong?

Abstract In this paper, we consider system of damped second order ab-
stract impulsive differential equations to investigate its controllability and
Hyers—Ulam stability. For our results about the controllability, we utilized
the theory of strongly continuous cosine families of linear operators combined
with Sadovskii fixed point theorem. In addition, different types of Hyers—Ulam
stability is established with the help of Gronwall’s type inequality and Lips-
chitz conditions. At last, we give an example of damped wave equation which
outline the application of our principle results.
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1. Introduction

The theory of differential equations (DEs) with impulses has been well utilized
in mathematical modeling. In real life problems, there are numerous procedures
and phenomena that are characterized by the fact that at certain occasions they
experienced sudden changes in their states. These procedures are exposed to short-
term perturbations and is known as impulsive effects in the system. In recent
years, the theory of DEs with impulses has been investigated by many author’s like
Samoilenko and Perestyuk [20], Lakshmikantham et al. [9], Rogovchenko [16] and
Wang et al. [24].
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In control theory, controllability of systems is a scientific problem which consists
of determining the control parameters, which steers the solutions of the system
from its initial state to final state. In the last few decades, controllability received
an increasing interest. Several authors examined the controllability of impulsive
systems for both instantaneous and non-instantaneous impulses e.g., one can see
the work of Shubov et al. [21], Qin et al. [15] and Park et al. [14]. Particularly,
concerning the damped DEs of first and second order systems, we recommend the
efforts of Arthi and Balachandran [1], Lin and Tanaka [8] and Hernandez et al. [5].

In 1940, Ulam posed a problem about the stability of homomorphisms, in his
talk at University of Wisconsin [23]. He asked: does there exists a relationship
between the exact and approximate homomorphisms, from a group ©; to a metric
group O,. After one year, Hyers [4] solved the problem over Banach spaces. In
1978, Rassias [17] gave more extension to the idea of Hyers, where the bound for
the norm of Cauchy difference was found in more general form. This concept of
stability is termed as Ulam-Hyers—Rassias (UHR) stability. After that, researchers
gave their contributions in this vast area of stabilities, for the different functional
equations, with various methodologies. Interested readers on the mentioned topic
are referred to [6,7,18,22,31,32].

Ulam’s type stability (UTS) of DEs with impulses was discussed in 2012, by
Wang et al. [25]. They utilized the idea of bounded interval with impulses and
examined UTS for nonlinear impulsive DEs of first order. For more information
and approaches about the UTS of impulsive DEs, we suggest [3, 10, 13,26-30].

In 2018, Muslim et al. [11] discussed the stability of second order nonlinear DE
with non—instantaneous impulses, using the integral Gronwall’s inequality, of the
form:

0" = A0 4 ((w,0(w), O(a(O(w),w))), w € (Sk,wr+1), k=1,2,...,m,
Ow) = I} (w,O(wy)), w € (W, sk}, k=1,2,...,m,
O (w) = JE(w,0(wy ), w € (wg,sk), k=1,2,...,m,
©(0) =0y, ©'(0) =06;.
(1.1)
Motivated from the work done in [1,11,25], we investigated the controllability

and UTS of the impulsive second order abstract damped equation with control
parameter u of the form:

©" = A® 4+ BO' + Du(w) + ((w, O(w), O(a(w))), w e I =0, p], w # wg,
A@(wk) = Ik(@(wk)), k= 1, 2, ey Ny

A@’(wk) = Jk(G(wk)), k= ]., 2, ey

©(0) =0y, ©'(0) =06,

(1.2)
where A, B and D are linear bounded operators (LBOs) on Banach space 3, such
that A is the infinitesimal generator (ZG) of a strongly continuous cosine functions
(C(w))wer. The control function u(-) is taken from L?(I,U), a Banach space of
admissible control functions with U. Also «(-), Ix(+), Jx(-) and {(-) are appropriate
functions and the symbol A represents the jump of the function.

This paper is organized as follows: In the first and second sections, we provide
introduction, basic notations and definitions which is required for the main results.
In the third and fourth sections, we give the main results of controllability and HU
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stability for system (1.2), respectively. In last section, we consider a damped wave
equation and check the applicability of our main results.

2. Basic Notions

In this section, we give some definitions and remarks which can be utilized in our
fundamental results. Throughout this paper (3, | - ||) is a Banach space and A :
D(A) ¢ 3 — Jis the ZG of (C(w))wer of LBOs on 3. We 81gn1fy (S(w ))weR the sine
functions identified with (C(w))wer, which is portrayed by S(w)z = fo T)zdr, for
2z € Jand w € R. In addition M and A are positive conbtantb to buch an extent
that [|[C(w)|| < M and ||S(w)|| < N, for each w € I. The notation E represent the
space of the vectors x € J for which C(-)z is of class C.

Definition 2.1 ( [5]). A function ©(+) is said to be a mild solution of (1.2) if

O(w) =C(w)Op + S(w)O; + /Ow S(w — 1) BO(r)dr + /Ow S(w — ) [Du(r)

+¢(7,0(7),0(a(n)))]dr + Y C(w —wi)Ik(O(wr))

wi <w

+ ) S(w—wp)Ju(Owr)), wel

W <w

Replace w by p, we get the following

@(p)C(p)@o+S(p)@1+/opS( —7)BO,( dT+/O S(p —7)[Du(r)

+¢(r,0(7), 0(a(m)]dr + Y Clp — wir) In(O(ws))

wE<p

+ ) S(p— wi) Ju(O(wr))

wr<p

= 01— C(p)Oy — S(p)O1 — /Op S(p— 7)BO.(1)dr — /Op S(p—1)

X ¢(1,0(7),0(a(r)dr — Y Clp—wi) [u(O(wr))

wE<p

—ZSp wi)Ji(© /S—TDu)

Wi <p

(2.1)
where y; = ©(p).

In the sequel, we consider the following presumptions :
[C1]: The function f: I x 3% — 3 satisfies the following conditions :
e f(w,-,-): Ax 33— Jis continuous a.e. w € I. For every z,y € 3, the function
f(,z,y) : I — 3 is strongly measurable.

o There is a function m € L(I,[0,00)) and non-decreasing function Y €
C(]0,00), (0,00)) such that, for all w € I and every x,y € 3,

1w, )l < m@)Y (fl]| + [ly]D-
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 For each w € I, the function f(w,-,-): 3 x 3 — 3 is completely continuous.

[C2]: The operator D : U — 1 is continuous and the linear operator
Y : L?(I,U) — 3, defined by

Yu= /OpS(p — 7)Du(7)dr,

has a bounded invertible operator Y ~! which takes the values from L?(I,U)/kerY
such that, ||D|| < M; and ||y’1|| < Mj, where M; and M; are positive constants,
i,j=1,2,...,n.

[C3]: The function « : I — I is continuous and a(w) < w for every w € I.

[C4]: The maps Iy, Jr : 3 — 3,k = 1,2,...,n are completely continuous and
there exist non-decreasing functions ug, v : [0,00) — (0, 00), such that

k()| < pe(llzl]) and  |Jk(z)|| < vi(l[z]), forall z €.
C5]: The inequality (NM; + >, ML;, + N'L; ) <1 holds.
k=1 k k

Definition 2.2. Let V be a vector space over some field K.
A function || - ||g : V — [0, 00) is called f—norm if:

(a) : ||xllp =0 if and only if p =0,

(b) : [lepllp = |e?||u|lg for each ¢ € K and u € V,

(© ¢ lu+lls < ], + vl

Then (V, || . ||g) is known as S—normed space.

To discuss UTS of the given system, we need some conditions that can be used
in our results. The conditions are:
[Hq]: A is the ZG of (C(w))., € R.
[Ha): ¢ : I x 2% — 1is a continuous function and their exists a positive constant
L (w) such that:

[¢(w, T(w), T(a(w))) = ¢(w, Ow), Oa(w)))||
<Le(@)([|T(w) = Ow) || + [[T(alw)) — B(a(w))])-

[Hs]: The functions Iy, Jy : 3 — 3 are continuous and there exist positive constants
Ly and Lj such that:

k() — Ie(W)|| < Lyl —v||,
|k () = Je()|| < Ly — vl

[Hy]: There exists a nondecreasing function ¢ € PC(I,S) with ¢(w) > 0 and a
constant cg such that,

| etriar < coofe.
0
foreachwe Il and 7 € S.

Lemma 2.1 (Lemma 3.1, [12] ). Let us assume that all the assumptions listed in
Lemma 3.1 are fulfilled. Then the operator

Ay(w) = / " S(w = D) (r (7)) + (Dus)()ldr, w € [0, ),
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is completely continuous.

Lemma 2.2 (Sadoskii Lemma [19]). Assume that ¢ is a condensing operator on 3.
If ((A) C A is closed, bounded and convex set of 3, then ¢ has a fized point in A.

Lemma 2.3 (Gronwall’s Lemma [2]). For any w > 0 with

0w) < atw) + | Cpmemdr+ Y wwp),

O<wp<w

where x,p,q € PC(I,RT), q is nondecreasing and v > 0, we have:
w

O(w) < qw)(1 +1)* exp! /0 p(r)dr), VweRY, (2.2)

where k € M.

3. Controllability

In the following segment, we establish the results for controllability of impulsive
second order damped problem (1.2).

Definition 3.1. The system listed in (1.2) is controllable on the interval I, if for
each ¢ € D(A), n € E and ®; € 2, there exists a control u € L?(I,U), such that
the mild solution ®(w) of (1.2) satisfies ®(p) = y1.

Theorem 3.1. Assume that the presumptions [C1]-[C5] as well as [H1]-{H3] are
fulfilled. Then the system (1.2) is controllable on I, provided that

NY (20)

P
—00 0

Proof. Consider the space Z = PC([0, p] : 3) endowed with the uniform conver-
gence topology. Using the condition [C2], for an arbitrary function ©(+), the control
parameter is defined as:

p

w(w) =Y g1 — C(p)O0 — ()01 — / S(p— 1)BO,(r)dr - / "s(p—1)

X ((r,0(7), 8(a(r)dr — Y Clp— wi)[(O(wr))

wE<p

— Y S(p = wi) Jk(O(wi))] (w).

wE<p

Using the above control function, we will show that ® has a fixed point, where
®: Z — Z is defined by

O (w) =C(w)O + S(w)B;1 + /Ot S(w—71)BO,(1)dT + Ot S(w—T1)DY !

< [n-Ces-5@er- [ S-npe.mir- [ s(p-1)
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x ¢(1,0(7),0(a(r)))dr + /O/S(W —7)¢(7,0(7),0(a(7)))
=Y S(p—wi) Je(O(wr))] (¥)d— Y~ Clp—wi) I(O(wr))]dr

wE<p wE<p
—|—ZCw wi) Ik (O ZSw wi)Jk(O(wg)), wel.
wg <w w <w

According to Sadovskii Lemma, this fixed point is then a mild solution of the system
(1.2). Clearly, (¢z)(p) = y1 which implies that u steers (1.2) from initial state g
to y1 in time p, provided if we can get a fixed point of the operator ® then (1.2) is
controllable. From the presumptions, clearly @ is continuous and is well defined.
Next, we ensure that there exists a positive number [, such that ®(B;(0, PC)) C
B;(0, PC). If this assertion is false, at that point for each [ > 0, there exist y; €
B;(0,PC), k=0,...,nand w; € [wk,wk+1] such that H@xl(wl)H > [. Consequently,

[ < H‘PLL‘Z(WZ)H

= ||C(w)©0 + S(w)O1 + /OUJ S(w —7)BO,(1)dT + /OW S(w—T1)DY !

< [ = Clp)0 ~ 5011 — [ S(p—7)BO.(r)ir - / Sp—7)

0

x ((1,0(7),0(a(r) dT—ZC,O wi) Ik (O ZSp W)

wE<p wp<p

X Je(O(wr))] ()dy + /Owé‘(w = 7)¢(7, (1), O(a(r)))dr
+ ) Clw—wi)Ik(© + ) S(w—wi)Ju(O(wi))]|

wg <w wi <w

< MH@0H+NH@1H+NM1/O |0+ (r)dr|| + pN M M; [||y1 || + M| 0|
+NH@1H+NM1/p H@T(T)dTH+/\/'/pm(T)Y[H®(T)||+||@(a(7))”]dr

+ MY In@E)[+N S [a@laa [ mryiew)

wEp<p wE<p

+ o) ldr+ M S @)+ N Y (| Tu(@wn)|

<SM||O0| + N|On]| + N ML+ pN MM [y || + M| + N[ ©4 ]
P
+NM1Z+J\/Y(2I)/ m(7)d7+[(MLr+NLj)l+M|| L (0) || +N]| J(0) ||]]
0

P
LAY (2) / m(r)dr + [(MLy + NL)l+ M|[1e(0)]| + N|Jx(0)]]].
0
= 1L MOy | + NO1]| + N Ml + VMM [l ]| + MI|Oo | + N0

+ NMI+NY (2) /0 bm(s)ds+[(MLI—l—NLJ)HM\\Ik(0)||+/\/'||Jk(0)||]]

b
+NY(2l)/O m(s)ds + [(ML; +NLj)l + M| (0)| + N||J(0)][],
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m /0 " n(r)dr + (ML +NLy)].

= 1<(1+ pNM;M,) [/\/M1 +lim in

This contradicts our presumption.

Let [ be a positive number such that ®(B;(0, PC)) C B;(0, PC'). All together to
demonstrate that ® : B;(0, PC) — B;(0, PC) is a condensing map. We introduce
the decomposition & = &, + ®5, where

$,0(w) =C(w)Oy + S(w)O1 + /Ow S(w —T7)BO,(1)dT + Z C(w — wi) I (O(wg))

wi <w

+ Z S(w — wk) Ji (O(wg)),

D,0(w) = /0‘*’ S(w — 7)[Du(r) + ¢(7,0(7), 0(a(7)))]dr.
Now

[ Du(r)|| =(|[ DY [yr — C(p)B0 — S(p)©1 — /OPS(P —7)¢(7, 0(7), O(a(r)))dr

_ /p S(p - 1)BO(r)dr — 3" Clp - wi) I (O(wr)

0 wE<p

3 S(p— w) Ju(©@wr))] |

wp<p

P P
gMz-Mj[HylH+MH@0H+NH@1H+NM1/ eT(T)dTw\f/ my(7)dr
0 0

+ MDY |0 + N D vif|ewi)]]

i=1 i=1

P
SMiMj[||y1||+MH@0H+NH@1||+NM1Z+N/ ml(T)dT
0

+ ) UMupi + Nvi]| = Mo.

i=1

Here by applying a similar strategy which is referenced in Lemma 2.2. From the
presumptions [C1], [C2] and [C3], we derived that ®5 is completely continuous on
By (0, PC). Next, we need to show that ®; is contraction on B;(0, PC). For this let
z1,x9 € B(0, PC), we have

H‘Iﬁf — <I>177H :HC(w)@o—i—S(w)@l —I—Z Clw— wk)Ik(f(wk))—&—/OWS(w—T)BgT(T)dT
k=1

13 8w - wi) (@) — (Cw) + / " S(w— ) B (r)dr

k=1

+8(W)O1 + Y Clw — wi) Tk (n(wr)) + Y S(w — wi) J(n(wr))) |

k=1 k=1

SNM[E = nl| + MY LpJ|€ = nl| + N D L[| =
k=1 k=1
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S(MMy+ > MLy, +NLy)|€—1).

k=1

Hence ®; is contraction and ®(-) is a condensing operator on B;(0, PC).
Now, from Lemma 2.2, ® has a fixed point in PC. This implies that any fixed
point of ® is a mild solution of the system (1.2). Thus (1.2) is controllable on I.

O
4. Ulam’s type stability
Hernandez et al. [5] found the solution of the system:
0" = A0 + BO' + {(w,0(w),0(a(w))),w € I,w £ wi, k=1,2,...,n,
AO(wy) = I(O(wy)), k=1,2,...,n, )

AO (wg) = Jk(O(wr)), k=1,2,...,n,
0(0) = 0y, ©'(0) = Oy,

in the form

O(w) =C(w)Op + S(w)B; + /Ow S(w—7)BO,(1)dr + Z Clw — wi) I (O(wk))

wi <w

w
+/ Sw = 7)(r,0(r), 0((r))dr + 3 S —wi)Ju(O(wr)), we I
0 wg<w
(4.2)
Let € > 0,1 > 0 and ¢ € PC(I, RT) be the nondecreasing functions. We consider
the following inequalities

[T — AT(w) = BY — {(w, T(w), Y(a(w)))||<e, wel
HAT(W;C) — Ik(T(wk))H S €, W 75 WE (43)
AT (wr) = Ji(T(wr))|| <€ w# wi

and

[T (w) = AT (w) = BY (w) — ¢(w, T(w), T(a(w)))|| < ep(w), we I
|AY (wi) = T (T(wi)|| < v, w # wy (4.4)
AT (wi) = Jk(T(wr))|| < €, w # wy.

Remark 4.1. It is direct consequence of inequality (4.3) that a function T € Z is
solution of the inequality (4.3), if and only if there are G € C*(I,3), ¢g; € C(I,3)
and g € C*(I,7) such that:

[GW)l <ellgiw)ll <e and [lg2(w)]| <€, wel
T"(w) = AY(w) + BY'(w) + ((w, T(w), T(a(w))) + G(w),
welw#wg, k=1,2,... n,

T(0) =60+ G(w), T'(0) = ©1 + G(w),

AY(wk) = Ie(T(wr)) + g1(wk), k=1,2,...,n,

AT (wg) = Jp(T(wg)) + g2(wr), kE=1,2,...,n.

(4.5)
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Remark 4.2. A function T € Z is solution of the inequality (4.4) if and only if
there are G € C%(1,3), g1 € C(I,3) and g2 € C'(I,3) such that:

[G()I < ep(w), lg1(w)[| < e and [lg2(w)]| < €, we L.
T (w) = T(w)+ T'(w) + ¢(w, T(w), T(a(w))) + G(w), wel,wws,
T(0) = B0 + G(w), T'(0) = ©1 + G(w),
AT(wk) I (Y(wg)) + g1(wr), k=1,2,...,n
AT, (wi) = Je(T(wk)) + go2(wi), k=1,2,...,n
(4.6)

Definition 4.1. The system (4.1) is HU stable if there exists (K1, L1, L¢) > 0
such that for each € > 0 and for each solution Y € Z of the inequality (4.3), there
is a solution © € Z of Eq.(4.1), such that

|T(w) — OW)|| < I(K1,L1,Le)e, we L (4.7)

Definition 4.2. The equation (4.1) is HUR stable with regard to (¢,) if there
exists 9(K4, L1, L¢, @) > 0 such that, for each ¢ > 0 and for every solution T € Z
of the inequality (4.4), there is a solution © € Z of Eq.(4.1), such that

[T (w) — OW)|| < I(K1, L1, Le, d)e(d(w) + wip), w € L. (4.8)

Definition 4.3. The equation (4.1) is 3~-HUR stable with regard to (¢%,¢?) if
there exists ¥(K1, L1, L¢, ¢,9) > 0 such that for each € > 0, and for every solution
T € Z of the inequality (4.4), there is a solution © € Z of Eq.(4.1), such that

IT(w) — Ow)|| < (K1, L1, Le, 6y )e(d(w) + wib), wel. (49
Theorem 4.1. If assumptions [H1|-[Hs] are fulfilled, then the Eq.(4.1) is HU stable
with respect to e.
Proof. On the basis of Remark 4.1, we can say that solution of the system (4.5)
is:

T(w) = C(w)(©¢ + G(w)) + S(w)(O1 + G(w)) + /0‘*’ S(w—71)BY/(1)dT

+/Ow S(w=)[¢(r, L(7), T(a(m))+G(7)ldr+ Y Clw = wi) [Ie(T (wr)

wW>wp

+ g1(wr)] Z S(w — wi)[Je(T(wk)) + g2(wp)], wel.

W>WE
Let T be the solution of inequality (4.3). Then for every w € I, we obtain

Hr(w)cm@osw)@l/ow Sw—7)BY (1)dr— 3" Clw—wi)I(Y(wr))

wW>Wi

- /Ows(w = )T, a()dr = > S(w = wr) Ju((wr)|

W>WE

<e(M —i—N)—i—eN/ dr + eMw + eNw
0



Controllability and Hyers—Ulam stability. . . 1231

<e(My + 2Nw + Mw).

Therefore, for each w € I, we get
1T (w)—0(w)|| =T (w) - C(w)O0 — S(w)Or — / S(w - 7)BO'(7)dr
0

_/Ow S(w—1)¢(7,0(r), O(a(r)))dr— " Clw—wi) [1(O(w))

W>WE

= > S —wi) @)

W>WE

<e(My + 2Nt + Mt) + N B]|| /Ow(r'm —o'(r))dr]|

+ N / " L) - 6|+ [[T(a(r) - O(a(r)[lar
+ MY L] Y(wr) =0 [+N D L[| T (wr) =0 (wy)].

W>Wg w>wWi

This implies

MO+2N’UJ+MUJ

T

(@) ~0w)]| <

N w
+ HVHBH/O Le(0)[[[T() =6+ T(a(r) ~a(r) || ar

2M,

+7
L-N|B|

Z Ly || Y (wr) — O(wr) ||,

W>Wg

where My = max{M, N} and L; = max{Lg, L;}.
Now, using Lemma 2.3, we get

My + 2Nw + Mw 2M,
1+ L
s A E

></ L¢(7)dr)
0
S’&(KhleLC)Ev

N

[T(w) — 0w <€ T=NB|

]m exp(

where,
My +2Nw + Mw 2M, m N
v | w7 R Sy v 7
></ Le(7)dr).
0

Hence Eq.(4.1) is HU stable. O

Theorem 4.2. If assumptions [Hi|-[H4] are fulfilled, then the Eq.(4.1) is HUR
stable with regard to (¢,).

ﬁ(Kl’leLC) - [

Proof. Let T be a solution of the inequality (4.4) and © be the unique solution
of the system (4.1), which is given in (4.2). On the basis of Remark 4.2, we have
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the solution of the system (4.6) as

w

T(w) =C(w)(Og+ G (w)) +Sw)(O1 +G(w)) + S(w—7)BY/(1)dr

+ " S(w — ) [¢(r. T(), T(a(n) + G()] dr
0

+ Y Clo—w)Ik(T(w)+g1(wn)] D Sw—wi)[Jr(T(wr))+g2(wn)].

wW>Wg W>wg

Let T be solution of (4.4). Then for every w € I, we obtain
[T(w) = C@)Bn - S@)er - [ Sw BT (r)dr
0

_ /Ow S(w —7)¢(7, (1), Y(a(7)))dT — Z Clw — wi) Ik (T (wi))

W>WE

— 3 S(w—wi) (Y|

< Med(w) + Ne /0 " o(r)dr + Muwew + Nwey
<e(p(w) +wip) (Mo + NCy).
Thus for every w € I, we get
(@) — 0wl
—[[T(w) - C(w)O0 — S(w)©1 — /Ow S(w — 7)BO'(r)dr
- [ St =16t (), Blalrir = T e - ) (O(wn)

wW>Wp

=3 S(w - wi) (O

wW>Wi

<e(p(w) + wp) (Mo + NCy) + NB /0‘*’ [[(X'(7) = ©'(7))||dr
-|-./\//w || 7, Y(7), Y(a(r))) — (7, 0(7), O(a(T) ||d7'
MDY S| + N D2 k(X)) = (O (i)

W>Wg W>Wg

This implies

HT(w) — G)(w)”
(d(w) + t) (Mo + ./\/C'¢) 2M,
N T & e

W>WE

N w
+1—NHM!/0 L@[|IT() — 0| + [T (a(r) — &(a(m)|[]dr |

where My = max{M, N}, and L; = max{Lg, L}
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Now, using Lemma 2.3, we get

() - @)
e(p(w) +w (Mo + NCy) 2M, ex L ’ T)dT
Se(0te) +e) R U el ey [ )

<V(K1, L1, Lg, ¢)e(d(w) + wi),

where,

(M0+NC¢) 2M, L™ ex N wL Adr).
e LU e v ARG

O

ﬂ(KlelaLC7¢):

Hence system (4.1) is HUR stable with respect to (¢, ).

Theorem 4.3. If assumptions [Hi|-[H4] and Definition 2.2 are fulfilled, then
Eq.(4.1) is f — HUR stable with respect to (¢°, 7).

Proof. Let T be a solution of the inequality (4.4) and © be a unique solution of
the system (4.1), which is given in (4.2). On the basis of Remark 4.2 the solution
of the system (4.4) is

T(w) =C(w)(Bg+G(w)) +S(w)(01 + G(w)) + /OUJ S(w —7)BY'(1)dr

+ " S(w ) [¢r T(), T(alr))) + G(r)]dr
0

+ Y Clw—w)[IR(T(wr) + g1(wi)] D Slw = wr)[Jk(T(wr)) + ga(wr)-

W>WE W>WE

Thus for every w € I, we get
T (w) — O@w)||”

=] (w) ~ C(w)Oy — S(w)©1 ~ /O“ S 7)BO/(1)dr

- /Ow S(w —7)¢(5,0(r), O(a(m))dr — D Clw — wi) Ix(Owr))

W>Wg

= > S(w = wi) Jk(Owi))1”

<[eto(e) + ) (Vo + N o))"+ WI|B| [ (') - &'l
Y / L@ [[T() - 0@)[| + || T(a(r) - Oa(r))||]dr)?
+ (MY L || T (wi) — Owr))? + WV Z Ly || (wr) = ©wi)[])?

This implies

[T (w) - Ow)|”



1234 L. Alam, A. Zada, J. Xu & W. Dong

<[e(¢(w) +wi)) (Mo + N Cy))” + (N/Ow L[ (r) = 0@ + || (7))

—O(a(7))|[Jdr)? + (2My Y La|| T (wr) — O(wi)|])?,

wWw>wg

where My = max{M, N}, Ly = max{Lg, L;} and ’J\/||B|\|ﬁ <1
Thus,

[ -0()| <35 [lto(e) +an) Mt N+ [ LX) -000)]

+ [ T(a(r) —O(a(m)[ldn)+ @M1 3 Li[[T(w) -]

W>WE

By using the relation,
(z+y+2)? <3718 +4% +2P),

where x,y,2 >0, and 5 > 1.
Now using Lemma 2.3,

T (w) — OW)|| <351 [[e(¢(w) W) (Mo + NC) [1 4351 2MoLy]™
x exp(35 N /O i LC(T)dT)}
= ||T(w) - @(w)”ﬁ < 31 P e(p(w) + wip) (Mo + NCy)] [1 + 35 2M,y Ly

X exp(3%71/\//0 Le(r)dr)?

< 31 PP (p(w) + wip)? (Mo + NCy)P] [1 + 3% ~'2My L, ] ™
X exp(3%71,ﬁj\/'/ L¢(7)dr)

0
< O(K1, L, Le, 6, 9)e’ (67 (w) + wyP),

where
ﬁ(Kly Lla LC7 ¢7 1/1)
=319 (Mo + N Cy)P 14357 2My L] ™ exp (357 BN / Le(7)dr).
0
This completes the proof. O

Similarly, if we take the following system,

0" (w)=A0(w) + BO'(w)+((w, O(w),O(a(w)), 0 (w), 0 (b(w))), wel, w # wy,
0(0) = ©0,0'(0) = 61,
AO(wy) = Ix(O(wg), 0 (Wk)), k=1,2,...,n,
AO (wg) = Jr(O(wg), 0 (W), k=1,2,...,n.
(4.10)
The solution of the system (4.10), see [5], is:

O(w) =C(w)O + S(w)O1 + /Ow S(w — 7)BO(r)dr + /Ow S(w— 1)
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x ((r,0(7), 8(a(r)), ©'(7), 0/ (b(r)))dr + > Clw - wy)

X Ik(G)(wk),G’(wk)) + Z S(w — wk)Jk(G)(wk),G’(aJk)), wel.

To prove its UTS such as HU, HUR and S-HUR stability. We proceeds the same
procedure as derived for the system (4.1).

5. Application

In this portion we investigate strongly damped wave equation for HUR stability.
Example 5.1.

O"+n(—A)0 +v(—A)O=+((w,0(w),0(a(w)), w e [, w # w;, i =1,2,...,n,
©(0) = 0y, ©'(0) = 64,
O (wf,2) =0 (w; ,z) + Li(w;), i=1,2,...,nand z € W,

(5.1)
in the space Z = D((—A) x Lo(W), © = (0,1) x I, W is bounded domain in
RN, N >1, ©g and ©; are positive numbers and ¢, I, € C((0,1) x R x R; R), k =
1,2,...,m. For main space, if z = (w,v)? = (0,0")T, then we have

Iz]| = ¢/W(||(—A)w||2 +|[o|[*de, forall =€ Z=D((=A)) x Ly(W).

Let 3 = Ly(W) = La(W, R) and consider the linear operator A : D(A) ¢ 3 — 3
defined by A¢ = —A¢, where D(A) = H>(W, R) (| H (W, R). The fractional power
space J" are give by

J=DA")={zed: ZA?{’HE,LQ:HQ < oo}, r >0,

n=1

with

o0

lzll, = flA7@] = > A% [[Eaal

n=1

2 .
, ved.

Therefore, the abstract form of system (5.1) is as under
0" + 140" + 740 = (“(w, O(w), O(a(w))), w # wi;
O(r) = 69, O'(1) =01, (5.2)
O (wi) = O(wy, ) + Ix(wk), k=1,2,...,m;
for all z € W, k = 1,2,...,m, L§ : (0,1) x Z x U — Jand ¢¢ : (0,1) x
C([-r,0],2) x U — 3 are defined by If(wk, 0,0(a))(z) = If(wk, O(z), Oa(z))),
¢¢(w, 9, 01)(z) = ¢ (w, Op(z),O1(x)), with the change of variable ©' = z, we can

write the second order system (5.2) as a first order system of ordinary DE with
impulses and delay in the space Z = 1 x 3, as follows

2 =Bz + F(w,2(w), z(a(w))), z € Z, w # wy;
2(0) = 2o, (5.3)
2(wi) = 2(wy,) + Ji(2(wk)), k= 1,2,...,m;
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[0
B =

K
) x I Z) — Z are defined by

((0,1
0
s Jk(w) = .
[ (@, ¢, 9) | L:(@]

We take, F(w,z(w), z( = % and Ji(y(wk)) =
mild solution of (1.3)

where,

and Ji: (0,1) x Z = Z, F:

1
m. The Only

z(w):T(w)CI)(O)Jr/O T(wa)MdT+ Z T(w—wk);;

(15+¢t) o 20(ewr +|z(wg)|)
2(1) = ®(7)
(5.4)
After the application of conditions (Hz) and (Hs), we found Lp = = > 0 and
L = % > 0, such that
max{— 5 20} <1

Thus (5.3) has only one solution. Next, we provide an approximation of (5.3). Let
e > 0. Then

Yy = By — Fw,y(w),y(a(w)))| <€, y€Z, w#wy
ly(T) — ®(7) < e, (5.5)
y(wl) = y(wy,) = Te(y(wi)) <5, k=1,2,...,m
Let h(w) € C(R\{wx}) and h(wg), & = 1,2,...,m. Then we have h(w) < e, w €
R\{wyr} and h(wy) < 5. Thus (5.5) yields
y' =By + F(w,y(w),y(aw))) + h(w), y € Z, w# w;
y(1) = (1) + h(w), (5.6)
y(wi) =y(wy) + Je(y(wr)) + h(wy), k=1,2,...,m.

Hence system (5.6) has the following solution

y(w) =T (w) (y(()) + h(O)) +ewT(w—T) (m + h(T))dT
1 . 5.7
+ Z T(w—wk)<20(ewk oD +h(wk)),w€ (0,1); (5.7)

O<wy <w
ylw) = ®(w) + h(w), we 1.
Now, we proceed to the main result, the HUR stability. So, for w € I

|2(w)]
(15 + ev)

- > Tlw- k) 35 e +1|2(wk)\) H

O<wy <w

ly(w) - 2(w)] < Hy<w> - 1(@e0) - [ T
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This yields

ly(w) — (@) < M(m+c)(5+ ) + M / ") — =) dr

+ > M (lly(wr) = 2(wi)l)-

k=0

From the above expression, we get
= 2]l < MG+ e+ )+ M |}y — =]+ Mm |y - .
which yields

M(m+ c.)

vl < 2L 5, o

Thus, the wave equation (5.1) is HUR stable with respect to (5, e).

6. Conclusion

In this article, we established the controllability and HUS of damped second order
abstract impulsive DEs over a Banach space J. The result is obtained with the help
of Sadovskii fixed point theorem and with the theory of cosine family of operators.
Moreover, with Gronwall’s integral inequality and strong Lipschitz conditions we
derived different types of stability 7.e., Hyers—Ulam, Hyers—Ulam—Rassias and (-
Hyers—Ulam—-Rassias stability.
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