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LIMIT CYCLE BIFURCATIONS IN A CLASS
OF PIECEWISE SMOOTH DIFFERENTIAL

SYSTEMS UNDER NON-SMOOTH
PERTURBATIONS
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Abstract This paper deals with the problem of limit cycles of a class of
piecewise smooth integrable differential systems with switching line x = 0. The
generating functions of the associated first order Melnikov function satisfy two
different Picard-Fuchs equations. By using the property of Chebyshev space,
we obtain an upper bound for the number of limit cycles bifurcating from the
period annulus under non-smooth perturbations of polynomials of degree n.
Finally, we present a concrete example to illustrate the theoretical result.
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1. Introduction
One of the main problems in the qualitative theory of piecewise smooth differential
systems is the study of its limit cycles and their distributions, and many methodolo-
gies have been developed, such as Melnikov function method [4,6,8,10,13,14,17,18],
averaging method [1,3,5,11,15]. Picard-Fuchs equation is an important tool to cal-
culate Melnikov function, see [9, 16, 19–21]. In this paper, we will study limit cycle
bifurcations of a class of perturbed piecewise smooth integrable differential systems.
The generating functions of the associated first order Melnikov function satisfy two
different Picard-Fuchs equations.

Consider a perturbed piecewise smooth integrable differential system

(ẋ, ẏ) =

{(
P+(x, y) + εf+(x, y), Q+(x, y) + εg+(x, y)

)
, x ≥ 0,(

P−(x, y) + εf−(x, y), Q−(x, y) + εg−(x, y)
)
, x < 0,

(1.1)

where P±(x, y), Q±(x, y) ∈ C∞, 0 < |ε| ≪ 1,

f±(x, y) =

n∑
i+j=0

a±i,jx
iyj , g±(x, y) =

n∑
i+j=0

b±i,jx
iyj , i, j ∈ N.

Assume that system (1.1)|ε=0 has a first integral H+(x, y) (resp. H−(x, y)) for
x ≥ 0 (resp. x < 0) and has an integrating factor µ+(x, y) (resp. µ−(x, y)) for

†The corresponding author. Email: jihua1113@163.com(J. Yang)
1School of Mathematics and Computer Science, Ningxia Normal University,
Xueyuan Road, 756000 Guyuan, China

http://www.jaac-online.com
http://dx.doi.org/10.11948/20200346


2246 J. Yang

x ≥ 0 (resp. x < 0). This system has two subsystems{
ẋ = P+(x, y) + εf+(x, y),

ẏ = Q+(x, y) + εg+(x, y),
x ≥ 0 (1.2)

and {
ẋ = P−(x, y) + εf−(x, y),

ẏ = Q−(x, y) + εg−(x, y),
x < 0. (1.3)

In order to establish the first order Melnikov function of system (1.1), one must
first make the following assumptions as in [13]:
(H1) There exist an interval Σ, and two points A(h) = (0, a(h)) and B(h) =
(0, b(h)) such that for all h ∈ Σ

H+(A(h)) = H+(B(h)) = h, H−(A(h)) = H−(B(h)), a(h) ̸= b(h).

(H2) (1.2)|ε=0 has an orbital arc Γ+
h starting from A(h) and ending at B(h) defined

by H+(x, y) = h, x ≥ 0; the system (1.3)|ε=0 has an orbital arc Γ−
h starting from

B(h) and ending at A(h) defined by H−(x, y) = H−(B(h)), x < 0.
Under the above two assumptions (H1) and (H2), system (1.1)|ε=0 has a family

of periodic orbits Γh = Γ+
h ∪ Γ−

h , h ∈ Σ. Γh, h ∈ Σ is also called a period annulus
of system (1.1)|ε=0. If (1.1) has a limit cycle Γε satisfying

lim
ε→0

Γε = Γh

for some h ∈ Σ, we say that the limit cycle Γε is bifurcated from the period annulus.
For definition, we assume that the orbits Γh for h ∈ Σ are oriented in clockwise
sense; see Figure 1. From [12,13], one knows that the first order Melnikov function
of system (1.1) takes the form

M(h) =

∫
Γ+
h

µ+(x, y)
[
g+(x, y)dx− f+(x, y)dy

]
+

H+
y (A)

H−
y (A)

∫
Γ−
h

µ−(x, y)
[
g−(x, y)dx− f−(x, y)dy

]
:=Φ(h) + Ψ(h), h ∈ Σ.

(1.4)

It was proved in [6, 13] that the number of limit cycles in (1.1) bifurcating for |ε|
small enough from the period annulus of the unperturbed system is bounded by
the number of isolated zeros of M(h) if M(h) ̸≡ 0 in Σ. In fact, recently Han and
Yang [7] proved that if the function M(h) has at most k zeros in Σ, multiplicities
taken into account, then system (1.1) has at most k limit cycles bifurcated from the
period annulus, multiplicities taken into account.

For system (1.1), we make the following assumptions:
(H3) Φ(h) = α(h)I1(h) + β(h)I2(h) and Ψ(h) = γ(h)J1(h) + δ(h)J2(h), where
α(h), β(h), γ(h) and δ(h) are polynomials of h with degα(h) ≤ n1, deg β(h) ≤ n2,
deg γ(h) ≤ m1, deg δ(h) ≤ m2, and n1 ≥ n2, m1 ≥ m2, Ii(h) and Ji(h) (i = 1, 2)
are integrals as the form

∫
Γ
xlykdx or

∫
Γ
xlykdy, and Γ is the integral path Γ+

h or
Γ−
h , l, k ∈ Z. Moreover, I ′1(h) ̸= 0 and J1(h) ̸= 0 for h ∈ Σ.
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Figure 1. The closed orbits of system (1.1)|ε=0.

(H4) The vector functions V1 = (I1(h), I2(h))
T and V2 = (J1(h), J2(h))

T satisfy
the following Picard-Fuchs equations

V1(h) = (B1h+ C1)V
′
1(h), V2(h) = (B2h+ C2)V

′
2(h), (1.5)

respectively, where Bi and Ci (i = 1, 2) are 2 × 2 constant matrices. Moreover,
det |E −Bi| ̸= 0 for i = 1, 2, here E is the 2× 2 identity matrix.

Under the assumptions (H1)-(H4), M(h) in (1.4) can be rewritten as

M(h) =
[
α(h)I1(h) + β(h)I2(h)

]
+

[
γ(h)J1(h) + δ(h)J2(h)

]
, h ∈ Σ.

Our main result is the following theorem.

Theorem 1.1. Suppose that (H1)-(H4) hold, then the number of limit cycles of
system (1.1) bifurcating from the period annulus is not more than 3n1 + 21m1 + 33
for h ∈ Σ, taking into account their multiplicities.

Remark 1.1. If µ+(x, y) = µ−(x, y) = 1, that is, system (1.1)|ε=0 is a piecewise
smooth Hamiltonian system, then Theorem 1.1 also holds.

2. Proof of Theorem 1.1
In order to prove the main result, we first introduce some definitions and helpful
results in the literature, see [2].

Definition 2.1. The real vector space of functions V is said to be Chebyshev in
interval I provided that every function S ∈ V \ {0} has at most dimV − 1 zeros,
taking into account the multiplicity.
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Proposition 2.1. The solution space X of

x′′(t) + a1(t)x
′(t) + a2(t)x(t) = 0 (2.1)

is a Chebyshev space on I if and only if there exists a nowhere vanishing solution
x0(t) ∈ X (x0(t) ̸= 0, ∀t ∈ I).

Proposition 2.2. Suppose that the solution space of (2.1) is a Chebyshev space
and let R(t) be an analytic function on I having l zeros, taking into account the
multiplicity. Then every solution x(t) of

x′′(t) + a1(t)x
′(t) + a2(t)x(t) = R(t)

has at most l + 2 zeros on I.

In the following, we denote by #{φ(h) = 0, h ∈ (a, b)} the number of isolated
zeros of φ(h) on (a, b) taking into account the multiplicity, and we also denote

G1(h) = det(B1h+ C1), G2(h) = det(B2h+ C2).

Lemma 2.1. (i) Let ω1(h) =
I′
2(h)

I′
1(h)

, h ∈ Σ, then ω1(h) satisfies the Riccati
equation

G1(h)ω
′
1(h) = −b∗12(h)ω

2
1(h) +

(
b∗22(h)− b∗11(h)

)
ω1(h) + b∗21(h), (2.2)

where b∗12(h), b∗22(h), b∗11(h) and b∗21(h) are polynomials of h of degree not
more than 1.

(ii) Let ω2(h) =
J2(h)
J1(h)

, h ∈ Σ, then ω2(h) satisfies the Riccati equation

G2(h)ω
′
2(h) = −c∗12(h)ω

2
2(h) +

(
c∗22(h)− c∗11(h)

)
ω2(h) + c∗21(h), (2.3)

where c∗12(h), c∗22(h), c∗11(h) and c∗21(h) are polynomials of h of degree not
more than 1.

Proof. If G1(h) ̸= 0, then, in view of (1.5), one has

G1(h)V
′′
1 (h) =(B1h+ C1)

∗(E −B1)V
′
1(h) :=

b∗11(h) b
∗
12(h)

b∗21(h) b
∗
22(h)

V ′
1(h), (2.4)

where E is a 2× 2 identity matrix, (B1h+C1)
∗ is the adjoint matrix of B1h+C1.

It is easy to get that deg b∗ij(h) ≤ 1 and degG1(h) ≤ 2. A direct calculation shows
that

ω′
1(h) =

I ′′2 (h)

I ′1(h)
− ω1(h)

I ′′1 (h)

I ′1(h)

=
1

G1(h)

[
− b∗12(h)ω

2
1(h) +

(
b∗22(h)− b∗11(h)

)
ω1(h) + b∗21(h)

]
.

If G1(h) = 0, (2.2) also holds. (2.3) can be proved similarly. This completes the
proof.

Lemma 2.2. Assume that G1(h) ̸= 0 for h ∈ Σ. Then Ψ(h) has at most 3m1 + 2
zeros on Σ, taking into account the multiplicity.
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Proof. Since J1(h) ̸= 0 for h ∈ Σ, let χ2(h) =
Ψ(h)
J1(h)

= γ(h)+δ(h)ω2(h). It follows
from (2.3) that

G2(h)δ(h)χ
′
2(h) = −c∗12(h)χ2(h)

2 + F2(h)χ2(h) + F1(h), (2.5)

where

F1(h) =G2(h)
(
γ′(h)δ(h)− γ(h)δ′(h)

)
+ c∗21(h)δ(h)

2 − c∗12(h)γ(h)
2

− (c∗22(h)− c∗11(h))γ(h)δ(h),

F2(h) =G2(h)δ
′(h) + 2c∗12(h)γ(h) + (c∗22(h)− c∗11(h))δ(h)

with degF1(h) ≤ 2m1 + 1. From Lemma 4.4 in [22], one gets

#{χ2(h) = 0, h ∈ Σ} ≤ #{δ(h) = 0, h ∈ Σ}+#{F1(h) = 0, h ∈ Σ}+ 1.

Hence,
#{Ψ(h) = 0, h ∈ Σ} = #{χ2(h) = 0, h ∈ Σ} ≤ 3m1 + 2.

This completes the proof.

Lemma 2.3. If K = m1 +m2 + 3, then, for h ∈ Σ, there exist polynomials P2(h),
P1(h) and P0(h) of h with degree respectively K, K − 1 and K − 2 such that
L(h)Ψ(h) = 0, where

L(h) = P2(h)
d2

dh2
+ P1(h)

d

dh
+ P0(h). (2.6)

Proof. By (1.5), we have

V ′
2(h) = (E −B2)

−1(B2h+ C2)V
′′
2 (h),

where E is a 2× 2 identity matrix. Hence,

Ψ(h) =τ(h)V2(h) = τ(h)(B2h+ C2)V
′
2(h)

=τ(h)(B2h+ C2)(E −B2)
−1(B2h+ C2)V

′′
2 (h)

:=Θm1+2(h)J
′′
1 (h) + Θm2+2(h)J

′′
2 (h),

where τ(h) = (γ(h), δ(h)), Θm1+2(h) denotes a polynomial in h of degree at most
m1 + 2 and etc.. For Ψ′(h), we have

Ψ′(h) =τ ′(h)V2(h) + τ(h)V ′
2(h)

=
(
τ ′(h)(B2h+ C2) + τ(h)

)
(E −B2)

−1(B2h+ C2)V
′′
2 (h)

:=Θm1+1(h)J
′′
1 (h) + Θm2+1(h)J

′′
2 (h).

In a similar way, we have

Ψ′′(h) := Θm1(h)J
′′
1 (h) + Θm2(h)J

′′
2 (h).
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Therefore,

L(h)Ψ(h) =P2(h)Ψ
′′(h) + P1(h)Ψ

′(h) + P0(h)Ψ(h)

=P2(h)
[
Θm1(h)J

′′
1 (h) + Θm2(h)J

′′
2 (h)

]
+ P1(h)

[
Θm1+1(h)J

′′
1 (h) + Θm2+1(h)J

′′
2 (h)

]
+ P0(h)

[
Θm1+2(h)J

′′
1 (h) + Θm2+2(h)J

′′
2 (h)

]
=
[
P2(h)Θm1(h) + P1(h)Θm1+1(h) + P0(h)Θm1+2(h)

]
J ′′
1 (h)

+
[
P2(h)Θm2(h) + P1(h)Θm2+1(h) + P0(h)Θm2+2(h)

]
J ′′
2 (h)

:=X(h)J ′′
1 (h) + Y (h)J ′′

2 (h),

where X(h) and Y (h) are polynomials of h with degX(h) ≤ K+m1 and deg Y (h) ≤
K +m2. Let

P2(h) =

K∑
k=0

p2,kh
k, P1(h) =

K−1∑
m=0

p1,mhm, P0(h) =

K−2∑
l=0

p0,lh
l (2.7)

are polynomials of h with coefficients p2,k, p1,m and p0,l to be determined such that
L(h)Ψ(h) = 0 for

0 ≤ k ≤ K, 0 ≤ m ≤ K − 1, 0 ≤ l ≤ K − 2. (2.8)

Assume that

X(h) =

K+m1∑
i=0

xih
i, Y (h) =

K+m2∑
j=0

yjh
j ,

where xi and yj are expressed by p2,k, p1,m and p0,l of (2.7) linearly. Let{
xi = 0,

yj = 0,
0 ≤ i ≤ K +m1, 0 ≤ j ≤ K +m2, (2.9)

then (2.9) is a homogenous linear equations with at most 2K+m1+m2+2 equations
about 3K variables of p2,k, p1,m and p0,l for k, m and l satisfy (2.8). Since 3K −
(2K +m1 +m2 + 2) = 1, there exist p2,k, p1,m and p0,l such that (2.9) holds. This
ends the proof.
Proof of Theorem 1.1. For the sake of clearness, we split the proof into three
steps.

(1) For h ∈ Σ, L(h)I(h) = R(h), where L(h) is defined by (2.6),

R(h) =
1

G1(h)

[
ΘK+n1+1(h)I

′
1(h) + ΛK+n1+1(h)I

′
2(h)

]
, (2.10)

where Θl(h) and Λl(h) denote polynomials in h of degree at most l and etc..
In fact, from (1.5) and (2.4), one has

Φ(h) =σ(h)V1(h) = σ(h)(B1h+ C1)V
′
1(h)

:=Θn1+1(h)I
′
1(h) + Λn2+1(h)I

′
2(h),
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Φ′(h) =σ′(h)V1(h) + σ(h)V ′
1(h) = [σ′(h)(B1h+ C1) + σ(h)]V ′

1(h)

:=Θn1
(h)I ′1(h) + Λn2

(h)I ′2(h),
(2.11)

Φ′′(h) =Θ′
n1
(h)I ′1(h) + Λ′

n2
(h)I ′2(h) + Θn1

(h)I ′′1 (h) + Λn2
(h)I ′′2 (h)

:=
1

G1(h)

[
Θn1+1(h)I

′
1(h) + Λn1+1(h)I

′
2(h)

]
,

where σ(h) = (α(h), β(h)). From Lemma 2.3, we have

L(h)I(h) = L(h)Φ(h) = P2(h)Φ
′′(h) + P1(h)Φ

′(h) + P0(h)Φ(h). (2.12)

Substituting (2.11) into (2.12) gives (2.10).

(2) Zeros of R(h) for h ∈ Σ.

By (2.10), we obtain

R(h) =
I ′1(h)

G1(h)

[
ΘK+n1+1(h) + ΛK+n1+1(h)ω1(h)

]
.

Noting that I ′1(h) ̸= 0 for h ∈ Σ, we have for h ∈ Σ

#{R(h) = 0} ≤ #{ΘK+n1+1(h) + ΛK+n1+1(h)ω1(h) = 0}+ 2.

Let χ1(h) = ΘK+n1+1(h) + ΛK+n1+1(h)ω1(h), by (2.2), we obtain

G1(h)ΛK+n1+1(h)χ
′
1(h) = −b∗12(h)χ1(h)

2 +ΘK+n1+2(h)χ1(h) + Θ2K+2n1+3(h).

From Lemma 4.4 in [22], we have for h ∈ Σ

#{χ1(h) = 0} ≤ #{ΛK+n1+1(h) = 0}+#{Θ2K+2n1+3(h) = 0}+ 1.

Hence,
#{R(h) = 0, h ∈ Σ} ≤ 3K + 3n1 + 7.

(3) Zeros of I(h) for h ∈ Σ.

By Lemma 2.2, we have Ψ(h) has at most 3m1 +2 zeros on Σ. We assume that

P2(h̃i) = 0, Ψ(h̄j) = 0, h̃i, h̄j ∈ Σ, 1 ≤ i ≤ K, 1 ≤ j ≤ 3m1 + 2.

Denote h̃i and h̄j as h∗
m, and reorder them such that h∗

m < h∗
m+1 for m =

1, 2, · · · ,K + 3m1 + 2. Let

∆s = (h∗
s, h

∗
s+1), s = 0, 1, · · · ,K + 3m1 + 2,

where h∗
0 is the left end point of Σ and h∗

K+3m1+3 is the right end point of Σ. Then
P2(h) ̸= 0 and Ψ(h) ̸= 0 for h ∈ ∆s and L(h)Ψ(h) = 0. By Proposition 2.1, the
solution space of

L(h) = P2(h)
( d2

dh2
+

P1(h)

P2(h)

d

dh
+

P0(h)

P2(h)

)
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is a Chebyshev space on ∆s. By Proposition 2.2, I(h) has at most 2 + ls zeros for
h ∈ ∆s, where ls is the number of zeros of R(h) on ∆s. Therefore, we obtain for
h ∈ Σ

#{I(h) = 0} ≤#{R(h) = 0}+ 2 · the number of the intervals of ∆s

+ the number of the end points of ∆s

≤3K + 3n1 + 7 + 2(K + 3m1 + 3) +K + 3m1 + 2

≤3n1 + 21m1 + 33.

This completes the proof Theorem 1.1.

3. Application
In this section, we will present a piecewise smooth differential system with the form
of (1.1). Consider the following perturbed piecewise smooth Hamiltonian systems{

ẋ = y + εf+(x, y),

ẏ = x− 1 + εg+(x, y),
x ≥ 0,{

ẋ = y + εf−(x, y),

ẏ = x+ 1 + εg−(x, y),
x < 0,

(3.1)

where

f±(x, y) =

n∑
i+j=0

xiyj , g±(x, y) =

n∑
i+j=0

xiyj , i, j ∈ N.

When ε = 0, the corresponding Hamiltonian functions for (3.1) are

H+(x, y) =
1

2
y2 − 1

2
x2 + x, x ≥ 0, (3.2)

and

H−(x, y) =
1

2
y2 − 1

2
x2 − x, x < 0. (3.3)

When ε = 0, (3.1) has a family of periodic orbits as follows

Γh ={(x, y)|H+(x, y) = h, x ≥ 0} ∪ {(x, y)|H−(x, y) = h, x < 0}
:=Γ+

h ∪ Γ−
h ,

with h ∈ (0, 1
2 ), see Figure 2.

Theorem 3.1. An upper bound for the number of limit cycles of system (3.1) is
3[n2 ] + 21[n−1

2 ] + 33.

Now we study the algebraic structure of the first order Melnikov function M(h)
of system (3.1). Obviously, H+

y (0, y) = H−
y (0, y). Hence

M(h) =

∫
Γ+
h

g+(x, y)dx− f+(x, y)dy +

∫
Γ−
h

g−(x, y)dx− f−(x, y)dy

=Φ(h) + Ψ(h).

(3.4)
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Figure 2. The closed orbits of system (3.1)|ε=0.

For h ∈ (0, 1
2 ), we denote

Ii,j(h) =

∫
Γ+
h

xiyjdy, Ji,j(h) =

∫
Γ−
h

xiyjdy,

and I1(h) = I0,0(h), I2(h) = I1,0(h), J1(h) = J0,0(h) and J2(h) = J1,0(h). It is easy
to get that I ′1(h) ̸= 0 and J1(h) ̸= 0 for h ∈ (0, 1

2 ). The orbits Γ±
h are symmetric

with respect to the x-axis. Thus, Ii,2j+1(h) = Ji,2j+1(h) ≡ 0. So we only need to
consider Ii,2j(h) and Ji,2j(h). We first prove the following results.

Lemma 3.1. If h ∈ (0, 1
2 ), then

Φ(h) = α(h)I1(h) + β(h)I2(h), Ψ(h) = γ(h)J1(h) + δ(h)J2(h), (3.5)

where α(h), β(h), γ(h) and δ(h) are polynomials of h with

degα(h),deg γ(h) ≤ [
n

2
], deg β(h),deg δ(h) ≤ [

n− 1

2
].

Proof. Let D be the interior of Γ+
h ∪

−−→
AB, see Figure 2. Using the Green’s Formula,

one has ∫
Γ+
h

xiyjdx =

∮
Γ+
h ∪

−−→
AB

xiyjdx−
∫
−−→
AB

xiyjdx

=

∮
Γ+
h ∪

−−→
AB

xiyjdx = j

∫∫
D

xiyj−1dxdy,

∫
Γ+
h

xi+1yj−1dy =

∮
Γ+
h ∪

−−→
AB

xi+1yj−1dy = −(i+ 1)

∫∫
D

xiyj−1dxdy.
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Hence, ∫
Γ+
h

xiyjdx = − j

i+ 1

∫
Γ+
h

xi+1yj−1dy. (3.6)

In a similar way, one gets∫
Γ−
h

xiyjdx = − j

i+ 1

∫
Γ−
h

xi+1yj−1dy. (3.7)

By a straightforward calculation and noting that (3.6) and (3.7), we obtain

M(h) =

∫
Γ+
h

n∑
i+j=0

b+i,jx
iyjdx−

∫
Γ+
h

n∑
i+j=0

a+i,jx
iyjdy

+

∫
Γ−
h

n∑
i+j=0

b−i,jx
iyjdx−

∫
Γ−
h

n∑
i+j=0

a−i,jx
iyjdy

=−
n∑

i+j=1,j≥1

j

i+ 1
b+i,j

∫
Γ+
h

xi+1yj−1dy −
∫
Γ+
h

n∑
i+j=0

a+i,j

∫
Γ+
h

xiyjdy

−
n∑

i+j=1,j≥1

j

i+ 1
b−i,j

∫
Γ−
h

xi+1yj−1dy −
n∑

i+j=0

a−i,j

∫
Γ−
h

xiyjdy

=

n∑
i+j=0

ξi,jIi,j(h) +

n∑
i+j=0

ηi,jJi,j(h),

where ξi,j and ηi,j are constants which can be expressed by the coefficients of
f±(x, y) and g±(x, y).

Without loss of generality, we only prove the first equality in (3.5). The second
one can be shown similarly. To establish the relations between the integrals Ii,j(h),
we take the equation H+(x, y) = h, and differentiate both sides with respect to y.
One has

y − x
∂x

∂y
+

∂x

∂y
= 0. (3.8)

Multiplying (3.8) by the one-form xiyj−1dy and integrating, one obtains the relation

Ii,j =
j − 1

i+ 1
Ii+1,j−2 −

j − 1

i+ 2
Ii+2,j−2, i ≥ 0, j ≥ 1. (3.9)

Similarly, multiplying H+(x, y) = h both sides by xi−3yjdy and integrating over
Γ+
h , we get another relation

Ii,j = −2hIi−2,j + 2Ii−1,j + Ii−2,j+2, i ≥ 2, j ≥ 0. (3.10)

Elementary manipulations reduce equations (3.9) and (3.10) to

Ii,j = − i

i+ j + 1

[
2hIi−2,j −

2i+ j − 1

i− 1
Ii−1,j

]
, i ≥ 2, j ≥ 0 (3.11)

and

Ii,j =
j − 1

i+ j + 1

[
2hIi,j−2 −

i

i+ 1
Ii+1,j−2

]
, i ≥ 0, j ≥ 1. (3.12)
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Easy computation using the above two equalities gives
I0,2(h) =

2
3hI0,0(h),

I2,0(h) = − 4
3hI0,0(h) + 2I1,0(h),

I1,2(h) =
1
6hI0,0(h) + ( 12h− 1

4 )I1,0(h),

I3,0(h) = − 5
2hI0,0(h)− ( 32h− 15

4 )I1,0(h).

(3.13)

Then, the result about Φ(h) in (3.5) follows directly by induction using (3.11),
(3.12) and (3.13). The proof for Ψ(h) follows by using the same arguments, so we
omit for the sake of brevity and readability. This ends the proof.

Lemma 3.2. The vector functions (I1(h), I2(h))
T and (J1(h), J2(h))

T satisfy the
following Picard-Fuchs equationsI1

I2

 =

2h 0

h h− 1
2

I ′1

I ′2

 (3.14)

and J1

J2

 =

2h 0

−h h− 1
2

J ′
1

J ′
2

 , (3.15)

respectively.

Proof. We only prove (3.14). (3.15) can be proved similarly. According to (3.2)
one has

1

2
y2 − 1

2
x2 + x = h. (3.16)

Differentiating the above equation with respect to h gives ∂x
∂h = 1

1−x , which implies
which implies

I ′i,j = i

∫
Γ+
h

xi−1yj

1− x
dx. (3.17)

Hence,

Ii,j =
1

i+ 1
I ′i+1,j −

1

i+ 2
I ′i+2,j . (3.18)

Multiplying both side of (3.16) by h, one gets

hI ′i,j =
1

2
I ′i,j+2 +

i

i+ 1)
I ′i+1,j −

i

2(i+ 2)
I ′i+2,j . (3.19)

On the other hand, in view of (3.6) and (3.17), one has for i ≥ 1, j ≥ 0

Ii,j =− i

j + 1

∫
Γ+
h

xi−1yj+1dx

=
i

j + 1

∫
Γ+
h

xi−1yj+2

1− x
dx

=
1

j + 1
I ′i,j+2.

(3.20)



2256 J. Yang

Thus, by (3.18), (3.19) and (3.20), we obtain

Ii,j =
1

i+ j + 1

(
2hI ′i,j −

i

i+ 1
I ′i+1,j

)
, i ≥ 1, j ≥ 0, (3.21)

which yields
I1,0 = hI ′1,0 −

1

4
I ′2,0.

It follows from (3.18) that
I0,0 = I ′1,0 −

1

2
I ′2,0.

The result then follows from the above two equalities and the second equality of
(3.13). This completes the proof.

Proof of Theorem 3.1. By Lemmas 3.1 and 3.2, it is easy to check that the
conditions (H1)-(H4) hold for system (3.1). Hence, by Theorem 1.1 we obtain that
the number of limit cycles of system (3.1) bifurcating from the period annulus is not
more than 3[n2 ]+21[n−1

2 ]+33 for h ∈ (0, 1
2 ), taking into account their multiplicities.
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