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Abstract In this paper, we study a multi-group stochastic alcoholism model
with public health education, which is formulated as a piecewise deterministic
Markov process. Through a rigorous analysis, we firstly show that the solu-
tion of the stochastic model is positive and global. Then we obtain sufficient
conditions for the extinction of alcohol problems. In addition, sufficient con-
ditions for the persistence in the mean of alcoholism are derived. Specifically,
in the case of persistence, we prove the existence of positive recurrence of the
solution to the model by employing suitable stochastic Lyapunov functions.

Keywords Multi-group model, alcoholism, markovian switching, extinction,
persistence in the mean, positive recurrence.

MSC(2010) 34F05, 37Hxx, 60Jxx, 92Bxx.

1. Introduction
Alcoholism has become one of the leading risk factors for population health world-
wide. Excessive drinking not only leads to increased risk of health problems such
as liver diseases and cancer, but also causes road injuries and violence. In 2016,
the harmful use of alcohol resulted in some 3 million deaths worldwide and 132.6
million disability [43].

Mathematical modeling has proved especially useful in understanding complex
social dynamics, notably those involving interactions between micro and macro
level processes and the development of emergent behaviors [8]. Complex systems
modelling tactics have the potential to combine our developing knowledge about
multilevel determinants of population health, patterns of feedback and interaction
between determinants at unique levels, and to inform our knowledge about how
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unique policy interventions affect the pathways that shape the health of popula-
tions. Therefore the risky health behavior of drinking can be viewed as a treatable
contagious disease [9]. Unlike the infectious disease model, the alcoholism model
is difficult to capture the interactions of individuals whose behavior is in many in-
stances highly subjective and not entirely rational, and therefore very difficult to
quantify and calibrate [8]. However, mathematicians have formulated and studied
the dynamics of several alcoholism models [1–3, 28–30]. A model for the spread
of alcoholic drinking is formulated in [1] which regard alcoholism as a contagious
disease. Bani et al. [2] studied the role of environmental factors on the long term
dynamics of an alcohol drinking population and found that heavy drinking can be
reduced if the drinking reproduction number Rd < 1. Mulone and Straughan [29]
developed a two-stage model for youths with serious drinking problems and their
treatment and they established a threshold such that two steady states will be
stable.

In usual epidemics models, researchers assumed that each individual has the
same probability to be infected. However, considering the heterogeneity (e.g. sex,
age, space, etc.) of host population, more and more attention has been paid to multi-
group models [7,16,18,21,35,36,44]. For instance, Li et al. [18] investigated a class
of multi-group SEIR models with distributed delays and indicated that the endemic
equilibrium is globally asymptotically stable if the basic reproduction number R0 >
1. Kuniya [16] studied that the global behavior of a multi-group SIR epidemic model
with age structure is completely determined by the basic reproduction number.

For alcoholism, women drink less alcohol and have fewer alcohol-related prob-
lems than men [33] and underage drinkers consume more drinks per drinking oc-
casion than adult drinkers [4]. Hence multi-group alcoholism epidemic model is
worthy of being studied, Ma et al. [31] have formulated the following multi-group
SEA alcoholism model with public health education



dSi

dt
= (1− qi)Λi −

n∑
j=1

βijSiAj − (µS
i + pi)Si,

dEi

dt
= piSi −

n∑
j=1

σiβijEiAj − (µE
i + εi)Ei,

dAi

dt
= (Si + σiEi)

n∑
j=1

βijAj − (µA
i + ai + γi)Ai, i = 1, 2, . . . , n.

(1.1)

In this model, the heterogeneous host population is divided into n homogeneous
groups. For ith (1 ≤ i ≤ n) group, the susceptible drinkers Si(t) who do not drink
or drink only moderately and do not accept the public health education, but may
one day develop problems with alcohol; the educated susceptible drinkers Ei(t) who
do not drink or consume alcohol in moderation and have accepted the public health
education, but may one day also develop problems with alcohol; the alcoholics Ai(t)
who have drinking problems or addictions. All parameters of model (1.1) are defined
in Table 1. Since alcohol abuse is harmful to human health, in this paper, we assume
that µS

i < µA
i + ai. Denote Rd

+ = {x = (x1, x2, . . . xd) ∈ Rd : xi > 0, 1 ≤ i ≤ d}.
Define µ̃i = min{µS

i , µ
E
i +εi} < µA

i +ai+γi and µ̄i = max{µE
i +εi, µ

A
i +ai+γi} > µS

i .
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Table 1. Description of the variables and associated parameters
Symbol Description
Λi Influx of individuals
1− qi ∈ (0, 1) Fraction at which influx of individuals entering into the susceptible com-

partment Si

βij Rate of becoming alcoholics through contacts between susceptible indi-
viduals (Si or Ei) and heavy drinkers (Aj)

pi the rate of susceptible Si who accepted the public health education en-
tering into the educated Ei class

σi ∈ (0, 1) Multiplier to the force of infection to susceptible individuals by public
health education

µS
i Natural death rate of susceptible individuals

µE
i Natural death rate of educated individuals

µA
i Natural death rate of drinking individuals

εi Fraction of educated individuals Ei who do not drink or who quit drink
due to
the effect of the public health educational campaigns

ai Additional death rate of alcoholics due to excessive drinking
γi Recovery rate of heavy drinkers

In [31], authors presented the positively invariant set of model (1.1) as follows

Γ =
{
(S1, E1, A1, . . . , Sn, En, An) ∈ R3n

+ : 0 ≤ Si ≤
(1− qi)Λi

µS
i + pi

,

0 ≤ Si + Ei +Ai ≤
(1− qi)Λi

µ̃i
, 1 ≤ i ≤ n

}
.

System (1.1) has two equilibria: the alcohol-free equilibrium P 0 = (S0
1 , E

0
1 , 0, . . . , S

0
n,

E0
n, 0), where

S0
i =

(1− qi)Λi

µS
i + pi

, E0
i =

piS
0
i

µE
i + εi

=
pi(1− qi)Λi

(µS
i + pi)(µE

i + εi)
, i = 1, 2, . . . , n,

and the alcohol-present equilibrium P ∗ = (S∗
1 , E

∗
1 , A

∗
1, . . . , S

∗
n, E

∗
n, A

∗
n). Let basic

reproduction number R0 = ρ(M0), where

M0 = M(S0
1 , E

0
1 , . . . , S

0
n, E

0
n) =

(βij(S
0
i + σiE

0
i )

µA
i + ai + γi

)
n×n

,

and ρ(M0) denotes the spectral radius of the matrix.
If R0 < 1, the alcohol-free equilibrium P 0 is unique equilibrium of system (1.1),

and it is globally asymptotically stable (GAS) in Γ. If R0 > 1, the alcohol-free
equilibrium P 0 is unstable, and there exists a alcohol-present equilibrium P ∗ which
is GAS in Γ.

In system (1.1), authors assumed that host individuals live in a determinis-
tic environment. However ecosystem dynamics are inevitably affected by random
fluctuations in the real world, many studies confirm that, it is more realistic to
include the effect of stochasticity rather than to study a entirely deterministic
model [17, 19, 20, 32, 34, 37, 38, 40, 45]. For instance, Lv et al. [20] investigated a
stochastic predator-prey model with a functional response, and obtained the exis-
tence of stationary distribution to the model. An impulsive stochastic chemostat
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model with saturated growth rate in a polluted environment is proposed in [32],
and authors obtained conditions for the extinction and the permanence of their
model. Wang et al. [41] studied the asymptotic behaviors of a stochastic social epi-
demic model with multi-perturbation, and they investigated the long-term stochas-
tic dynamics behaviors of random disturbance on the stability of the alcohol abuse
model [42]. Recent study indicated that colder weather and fewer sunshine hours
are possible causal agents for higher alcohol consumption worldwide [39]. There-
fore, climate exerts a strong influence on the alcoholism transmission coefficient βij

(i, j = 1, 2, . . . , n) of system (1.1). For example, when the weather is cold, people
are more willing to drink high-quality alcohol, which leads to alcoholism, but not
when the weather is cold. In other words, due to changes in climate and tem-
perature, the coefficient βij may switch from one environmental state to another.
The usual modeling cannot model environmental changes as solutions to differential
equations. They are random discrete events that occur at random epochs [6]. It
is an emerging approach to use a continuous-time Markov chain taking values in
a finite state space to model the random switching of environmental regimes. The
continuous-time Markov chain produces the changes of the main parameters of epi-
demic models with state switchings of the Markov chain. Hence it is interesting and
meaningful to study the effect of the random switching of environmental regimes
on the spread of alcoholism.

Although environmental noise plays an important role in epidemic models, re-
searchers have paid little attention in this area. Gary et al. [10] firstly studied a
piecewise deterministic SIS epidemic model with Markovian switching. D. Li, S. Liu
and J. Cui [22,23] studied the dynamics and ergodicity of Markovian switching and
semi-Markov switching on the deterministic SIRS epidemic models, respectively.
For multi-group epidemic models, a multigroup SIS epidemic model with standard
incidence rates and Markovian switching was investigated by Liu et al. [24], they
establish sufficient conditions for extinction and persistence in the mean of the dis-
eases. In addition, they obtained sufficient conditions for the existence of positive
recurrence of the solutions to the model. However, the above multigroup SIS model
is 2n-dimensional, it is more realistic and meaningful to study higher dimensional
models.

To the best of our knowledge, there are few investigations on the dynamics of
the multi-group alcoholism model, which is formulated as a piecewise deterministic
Markov process. Motivated by the referred works, in this paper, we will study
the dynamics of the multi-group SEA alcoholism with public health education and
Markovian switching. In this model, the alcoholism transmission coefficient βij is
obtained by a homogeneous continuous-time Markov chain {r(t), t > 0} and the
other parameters are the same as in system (1.1). Then, the stochastic model can
be described as the following system

dSi

dt
= (1− qi)Λi −

n∑
j=1

βij(r(t))SiAj − (µS
i + pi)Si,

dEi

dt
= piSi −

n∑
j=1

σiβij(r(t))EiAj − (µE
i + εi)Ei,

dAi

dt
= (Si + σiEi)

n∑
j=1

βij(r(t))Aj − (µA
i + ai + γi)Ai, i = 1, 2, . . . , n.

(1.2)
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Let r(t) be a homogeneous continuous-time Markov chain, taking values in a finite
state space S = {1, 2, . . . , N}, with the generator Γ∗ = (γij)N×N given by [27]

P{r(t+∆t) = j|r(t) = i} =

{
γij∆t+ o(∆t), if i ̸= j,

1 + γii∆t+ o(∆t), if i = j,

where ∆t > 0 denotes a small time increment, γij ≥ 0 is the transition rate from i

to j if i ̸= j, while
∑N

j=1 γij = 0. For each l ∈ S, βij(l) is positive constant.
The organization of the rest of this paper is as follows. In Section 2, we prove that

there exists a unique global positive solution of system (1.2) with any positive initial
value. Sufficient conditions for extinction of the diseases are established in Section
3. In Section 4, we obtain sufficient conditions for the diseases being persistent in
the mean and prove the existence of positive recurrence of the solutions to system
(1.2) by constructing appropriate stochastic Lyapunov functions. Section 5 shows
numerical simulations to illustrate how the Markovian switching affect the behavior
of the stochastic systems. Finally, we conclude our results to end this paper.

2. Existence and uniqueness of the global positive
solution and preliminaries

Throughout this paper, unless otherwise specified, let (Ω,F , {Ft}t≥0,P) be a com-
plete probability space with a filtration {Ft}t≥0 satisfying the usual conditions (i.e.,
it is increasing and right continuous while F0 contains all P-null sets). For any vec-
tor g = (g(1), g(2), . . . , g(N)), define ĝ = mink∈S g(k), ǧ = maxk∈S g(k). If M is a
matrix, its transpose is denoted by MT and ρ(M) denotes the spectral radius of
M .

Assume further that the Markov chain r(t) is irreducible [25] such that the
system can switch from any regime to any other one, which implies the ergodicity
property according to Markov theory for finite states. Since Γ∗ always has a trivial
eigenvalue. The algebraic interpretation of irreducibility denotes that the rank of
Γ∗ is N − 1. On the basis of these conditions, the Markov chain r(t) has a unique
stationary distribution π = (π1, π2, . . . , πN ) which can be determined by equation

πΓ∗ = 0, (2.1)

subject to
∑N

h=1 πh = 1, and πh > 0, for any h ∈ S.
Firstly, we give a theorem to show the existence and uniqueness of the global

positive solution of the stochastic model (1.2).

Theorem 2.1. For any initial value (S1(0), E1(0), A1(0), . . . , Sn(0), En(0), An(0),
r(0)) ∈ R3n

+ ×S, there is a unique solution (S1(t), E1(t), A1(t), . . . , Sn(t), En(t), An(t),
r(t)) of system (1.2) on t ≥ 0 and the solution will remain in R3n

+ × S with prob-
ability one, which means (S1(t), E1(t), A1(t), . . . , Sn(t), En(t), An(t)) ∈ R3n

+ × S for
all t ≥ 0 almost surely (a.s.).

Proof. We omit the beginning of proof, which is similar to [15]. We only show
the essential stochastic Lyapunov function here.

In view of model (1.2), for t ≤ τw, we have

(Si + Ei +Ai)
′ =(1− qi)Λi − µS

i Si − (µE
i + εi)Ei − (µA

i + ai + γi)Ai

≤(1− qi)Λi − µ̃i(Si + Ei +Ai),
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thus Si(t) + Ei(t) +Ai(t) ≤ Pi, where

Pi =


(1− qi)Λi

µ̃i
, if Si(0) + Ei(0) +Ai(0) ≤

(1− qi)Λi

µ̃i
,

Si(0) + Ei(0) +Ai(0), if Si(0) + Ei(0) +Ai(0) >
(1− qi)Λi

µ̃i
.

On the other hand, for t ≤ τw, one gets

(Si + Ei +Ai)
′ =(1− qi)Λi − µS

i Si − (µE
i + εi)Ei − (µA

i + ai + γi)Ai

≥(1− qi)Λi − µ̄i(Si + Ei +Ai),

therefore, Si(t) + Ei(t) +Ai(t) ≥ Qi, where

Qi =


Si(0) + Ei(0) +Ai(0), if Si(0) + Ei(0) +Ai(0) ≤

(1− qi)Λi

µ̄i
,

(1− qi)Λi

µ̄i
, if Si(0) + Ei(0) +Ai(0) >

(1− qi)Λi

µ̄i
.

Define a C2-function V1 on R3n
+ to R+

∪
{0} as follows

V1(S1, E1, A1, . . . , Sn, En, An)

=

n∑
i=1

[(Si − 1− logSi) + (Ei − 1− logEi) + (Ai − 1− logAi)].

The nonnegativity of V1 can be seen from x− 1− log x > for any x > 0.
Applying Itô’s formula [26] to V1, we have

dV1(S1, E1, A1, . . . , Sn, En, An) = LV1(S1, E1, A1, . . . , Sn, En, An)dt,

where LV1 : R3n
+ → R is calculated by

LV1 =

n∑
i=1

[(
1− 1

Si

)(
(1− qi)Λi −

n∑
j=1

βij(k)SiAj − (µS
i + pi)Si

)]
+

n∑
i=1

[(
1− 1

Ei

)(
piSi −

n∑
j=1

σiβij(k)EiAj − (µE
i + εi)Ei

)]
+

n∑
i=1

[(
1− 1

Ai

)(
(Si + σiEi)

n∑
j=1

βij(k)Aj − (µA
i + ai + γi)Ai

)]
≤

n∑
i=1

[
(1− qi)Λi − µS

i Si − (µE
i + εi)Ei − (µA

i + ai + γi)Ai

]
+

n∑
i=1

[ n∑
j=1

β̌ijAj + µS
i + pi +

n∑
j=1

σiβ̌ijAj + µE
i + εi + µA

i + ai + γi

]
≤

n∑
i=1

[
(1− qi)Λi + µS

i + pi + µE
i + εi + µA

i + ai + γi + (1 + σi)

n∑
j=1

β̌ijPj

]
:=M1,

where M1 is a positive constant. The remainder of the proof is similar to Ji et
al. [15], we omit it here. This completes the proof.
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Remark 2.1. Theorem 2.1 demonstrates that for any initial value (S1(0), E1(0),
A1(0), . . . , Sn(0), En(0), An(0)) ∈ R3n

+ × S, there exists a unique global solution
(S1(t), E1(t), A1(t), . . . , Sn(t), En(t), An(t)) ∈ R3n

+ × S a.s. of system (1.2).
Since

S′
i = (1− qi)Λi −

n∑
j=1

βij(r(t))SiAj − (µS
i + pi)Si ≤ (1− qi)Λi − (µS

i + pi)Si,

and
Si(t) ≤ S0

i + e−(µS
i +pi)t(Si(0)− S0

i ),

If 0 < Si(0) < S0
i , then 0 < Si(t) < S0

i a.s..
In the case of 0 < Si(0) < S0

i , we have

E′
i = piSi −

n∑
j=1

σiβij(r(t))EiAj − (µE
i + εi)Ei ≤ piS

0
i − (µE

i + εi)Ei,

thus if 0 < Ei(0) < E0
i , then 0 < Ei(t) < E0

i a.s..
Moreover,

(1− qi)Λi − µ̄i(Si + Ei +Ai) ≤ (Si + Ei +Ai)
′ ≤ (1− qi)Λi − µ̃i(Si + Ei +Ai).

Hence if (1−qi)Λi

µ̄i
< Si(0)+Ei(0)+Ai(0) <

(1−qi)Λi

µ̃i
, then (1−qi)Λi

µ̄i
< Si(t)+Ei(t)+

Ai(t) <
(1−qi)Λi

µ̃i
a.s..

The region

Γ̄ =
{
(S1, E1, A1, . . . , Sn, En, An) ∈ R3n

+ : Si < S0
i , Ei < E0

i ,

(1− qi)Λi

µ̄i
< Si + Ei +Ai <

(1− qi)Λi

µ̃i
, i = 1, 2, . . . , n

}
is a positively invariant set of system (1.2).

From now on, we always assume that the initial value (S1(0), E1(0), A1(0), . . . ,
Sn(0), En(0), An(0), r(0)) ∈ Γ̄× S.

Then we present the graph-theoretical approach of Guo et al. [11–13].
Given a nonnegative matrix A = (aij)n×n, the directed graph G(A) associated

with A has vertices 1, 2, . . . , n with a directed arc (i, j) leading from initial vertex k
to terminal vertex j if and only if aij ̸= 0. A digraph G(A) is then said to be strongly
connected if any two distinct vertices can be joined by an oriented path. A weighted
digraph G(A) is strongly connected if and only if the matrix A is irreducible [5].

Lemma 2.1 ( [5]). If matrix A is nonnegative and irreducible, then the spectral
radius ρ(A) of A is a simple eigenvalue, and A has a positive eigenvector ω =
(ω1, ω2, . . . , ωn) corresponding to ρ(A).

Then we present the definitions of the persistence in the mean and the positive
recurrence.

Definition 2.1. System (1.2) is said to be persistent in the mean if for any ini-
tial value (S1(0), E1(0), A1(0), . . . , Sn(0), En(0), An(0), r(0)) ∈ Γ̄ × S, the solution
(S1(t), E1(t), A1(t), . . . , Sn(t), En(t), An(t), r(t)) of system (1.2) has the following
property

lim inf
t→∞

1

t

∫ t

0

Ai(s) > 0 a.s., i = 1, 2, . . . , n.
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Definition 2.2 ( [27]). The process Xx
t with X0 = x is recurrent with respect to

Dϵ, if for any x /∈ Dϵ, P(τDϵ
< ∞) = 1, where τDϵ

is the hitting time of Dϵ for the
process Xx

t , that is
τDϵ = inf{t > 0, Xx

t ∈ Dϵ}.

The process Xx
t is said to be positive recurrent with respect to Dϵ if E(τDϵ

) < ∞
for any x /∈ Dϵ.

3. Extinction
For the dynamical behavior of the stochastic alcoholism model, we are firstly inter-
ested in the state that the alcohol problems die out in a long term. In this section,
we shall establish sufficient conditions for extinction of the alcohol problems for
model (1.2).

Theorem 3.1. Assume that B1 = (β̌ij)n×n is irreducible. If Re
0 = ρ(Me

0 ) < 1,
then there exists a positive solution (S1(t), E1(t), A1(t), . . . , Sn(t), En(t), An(t), r(t))
of system (1.2) which has the following property

lim sup
t→∞

1

t
log

( n∑
i=1

ω̄iAi

µA
i + ai + γi

)
< 0, a.s.,

which means the alcohol problems die out exponentially with probability one, i.e.,

lim
t→∞

Ai(t) = 0 a.s., i = 1, 2, . . . , n,

where ρ(Me
0 ) denotes the spectral radius of Me

0 =
(

β̌ij(S
0
i +σiE

0
i )

µA
i +ai+γi

)
n×n

and ω̄ =

(ω̄1, ω̄2, . . . , ω̄n) is a left positive eigenvector of Me
0 corresponding to ρ(Me

0 ).

4. Persistence and positive recurrence
In this section, we will study the persistence of model (1.2), i.e. the alcohol problem
will persist in all groups.

Theorem 4.1. Assume that B2 = (β̂ij)n×n (i, j = 1, 2, . . . , n) is irreducible. If
Rp

0 = ρ(Mp
0 ) > 1, then there exists a positive solution (S1(t), E1(t), A1(t), . . . , Sn(t),

En(t), An(t), r(t)) of system (1.2) which has the following property

lim inf
t→∞

∫ t

0

Ap(s)ds ≥
1

Dp
min

1≤i≤n
{µA

i + ai + γi}(Rp
0 − 1) > 0, a.s., p = 1, . . . , n,

where ρ(Mp
0 ) denotes the spectral radius of Mp

0 =
(
β̂ij(S

0
i+σiE

0
i )

µA
i +ai+γi

)
n×n

, ω̃=(ω̃1, ω̃2, . . . , ω̃n)

is a left positive eigenvector of Mp
0 corresponding to ρ(Mp

0 ) and for p = 1, 2, . . . , n,

Dp =
max1≤i,j≤n{β̌ij}2n(S0

i + σiE
0
i )

min{µS
i , µ

E
i + εi}

[
1 +

σp

∑n
j=2 β̂pj

(1−qj)Λj

µ̃j
+ µA

p + ap + γp

σpΛp(1−qp)min2≤j≤n{β̂pj}
µ̄p

]
.

In the case of persistence, we will find a domain Dϵ ⊂ Γ̄ which is positive
recurrence for the process (S1(t), E1(t), A1(t), . . . , Sn(t), En(t), An(t), r(t)).
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Theorem 4.2. Assume that B2 = (β̂ij)n×n (i, j = 1, 2, . . . , n) is irreducible. If
Rp

0 = ρ(Mp
0 ) > 1, then there exists a positive solution (S1(t), E1(t), A1(t), . . . , Sn(t),

En(t), An(t), r(t)) of system (1.2) which is positive recurrence with respect to the
domain Dϵ, where Rp

0 is given in Theorem 4.1,

Dϵ =
{
(S1, E1, A1, . . . , Sn, En, An) ∈ Γ̄ : ϵ ≤ S1 ≤ S0

1 − ϵ2, ϵ ≤ Sj ≤ S0
j − ϵ2,

ϵ2 ≤ E1 ≤ E0
1 − ϵ2, ϵ2 ≤ Ej ≤ E0

j − ϵ2, ϵ ≤ A1, ϵ
3 ≤ Aj ,

(1− q1)Λ1

µ̄1
+ ϵ2 ≤ S1 + E1 +A1 ≤ (1− q1)Λ1

µ̃1
− ϵ2,

(1− qj)Λj

µ̄j
+ ϵ2 ≤ Sj + Ej +Aj ≤

(1− qj)Λj

µ̃j
− ϵ4, j = 2, 3, . . . , n

}
,

and ϵ is a sufficiently small positive number.

5. Numerical simulations
In this section, applying the the EM method [14], we shall verify our theoretical
results. Assume that the total population is divided into two distinct groups, i.e.,
n = 2. We choose the initial value as (S1(0), E1(0), A1(0), S2(0), E2(0), A2(0)) =
(5, 0.5, 0.5, 5, 0.5, 0.5). From [31], we take the following set of values of parameters
for model (1.1):

[Λ1,Λ2] = [2, 1.5], [µS
1 , µ

S
2 ] = [0.25, 0.125], [µE

1 , µ
E
2 ] = [0.2, 0.125],

[µR
1 , µ

R
2 ] = [0.2, 0.125], [q1, q2] = [0.5, 1/3], [ε1, ε2] = [0.2, 0.125],

[p1, p2] = [0.5, 0.25], [µA
1 , µ

A
2 ] = [0.5, 0.25], [γ1, γ2] = [0.5, 1/3],

[a1, a2] = [0.5, 0.4]

(5.1)

and βkj(r(t)) takes different values in different examples, where r(t) takes values
S = {1, 2, 3}. The generator of the Markov chain is

Γ∗ =


−1 1

2
1
2

1
5 − 2

5
1
5

1
7

1
7 − 2

7

 ,

thus by solving the linear equation (2.1), we obtain the unique stationary distribu-
tion π = (π1, π2, π3) =

(
1
7 ,

5
14 ,

1
2

)
.

Example 5.1. For the state l = 1, 2, 3, Let the transmission coefficient βkj(l) asβ11(1) β12(1)

β21(1) β22(1)

 =

0.08 0.03

0.03 0.08

 ,

β11(2) β12(2)

β21(2) β22(2)

 =

 0.1 0.05

0.05 0.1

 ,

β11(3) β12(3)

β21(3) β22(3)

 =

0.3 0.2

0.2 0.3

 .
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Therefore, we obtain Re
0 = 0.9658 < 1. Thus the alcohol problems die out expo-

nentially with probability one (Theorem 3.1). For deterministic model (1.1), chooseβ11 β12

β21 β22

 =

 0.1 0.05

0.05 0.1

, then we compute R0 = 0.2788 < 1. Fig. 1 shows the

Markovian chain of the extinction system. Fig. 2 confirms that the disease will die
out in both the deterministic model (1.1) and the stochastic model (1.2).

0 10 20 30 40 50 60 70 80 90 100
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0.5

1

1.5
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2.5

3

3.5

4

Figure 1. The Markovian chain of the extinction system with state space S = {1, 2, 3}.
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Figure 2. The diagrams track the populations size of the susceptible drinkers, educated susceptible
drinkers and alcoholics of the deterministic model and the stochastic model over time, respectively.

Example 5.2. For the state l = 1, 2, 3, consider the transmission coefficient βkj(l)
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as β11(1) β12(1)

β21(1) β22(1)

 =

0.35 0.25

0.35 0.25

 ,

β11(2) β12(2)

β21(2) β22(2)

 =

0.4 0.3

0.3 0.5

 ,

β11(3) β12(3)

β21(3) β22(3)

 =

0.5 0.4

0.4 0.5

 .

Therefore, we obtain R∗
0 = 1.1470 > 1. Theorem 4.1 shows that the disease will

persist in the mean for a long term. Moreover, for deterministic model (1.1), chooseβ11 β12

β21 β22

 =

0.4 0.3

0.3 0.5

, then we compute R0 = 1.5577 > 1. Fig. 3 shows the

Markovian chain of the persistence system. Fig. 4 displays that the alcohol problem
will persist in both the deterministic model (1.1) and the stochastic model (1.2).
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Figure 3. The Markovian chain of the persistence system with state space S = {1, 2, 3}.

6. Conclusion
In this paper, we have studied a multi-group alcoholism model with public health
education and Markovian switching. Firstly, the existence of the unique global
positive solution is analyzed. In addition, we establish sufficient conditions Re

0 for
extinction of the alcohol problem. By constructing suitable stochastic Lyapunov
functions with regime switching, the critical condition Rp

0 for persistence in the
mean of alcoholism is identified, which is also shown to determine the existence of
positive recurrence of the solutions to the model (1.2). More precisely, we have
obtained the following results

⋆ Assume that B1 = (β̌ij)n×n is irreducible. If Re
0 = ρ(Me

0 ) < 1, then there
exists a positive solution (S1(t), E1(t), A1(t), . . . , Sn(t), En(t), An(t), r(t)) of system
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Figure 4. The diagrams track the populations size of the susceptible drinkers, educated susceptible
drinkers and alcoholics of the deterministic model and the stochastic model over time, respectively.

(1.2) which has the following property

lim sup
t→∞

1

t
log

( n∑
i=1

ω̄iAi

µA
i + ai + γi

)
< 0, a.s..

In other words, the alcohol problems die out exponentially with probability one,
i.e.,

lim
t→∞

Ai(t) = 0 a.s., i = 1, 2, . . . , n.

⋆ Assume that B2 = (β̂ij)n×n (i, j = 1, 2, . . . , n) is irreducible. If Rp
0 =

ρ(Mp
0 ) > 1, then there exists a positive solution (S1(t), E1(t), A1(t), . . . , Sn(t), En(t),

An(t), r(t)) of system (1.2) which has the following property

lim inf
t→∞

∫ t

0

Ap(s)ds ≥
1

Dp
min

1≤i≤n
{µA

i + ai + γi}(Rp
0 − 1) > 0, a.s., p = 1, . . . , n,

which means the alcohol problem will persist in all groups, where

Dp =
max1≤i,j≤n{β̌ij}2n(S0

i + σiE
0
i )

min{µS
i , µ

E
i + εi}

[
1 +

σp

∑n
j=2 β̂pj

(1−qj)Λj

µ̃j
+ µA

p + ap + γp

σpΛp(1−qp)min2≤j≤n{β̂pj}
µ̄p

]
,

for p = 1, 2, . . . , n.
⋆ Furthermore, assume that B2 = (β̂ij)n×n (i, j = 1, 2, . . . , n) is irreducible. If

Rp
0 = ρ(Mp

0 ) > 1, we obtain that there exists a positive solution (S1(t), E1(t), A1(t),
. . . , Sn(t), En(t), An(t), r(t)) of system (1.2) which is positive recurrence with re-
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spect to the domain Dϵ, where

Dϵ =
{
(S1, E1, A1, . . . , Sn, En, An) ∈ Γ̄ : ϵ ≤ S1 ≤ S0

1 − ϵ2, ϵ ≤ Sj ≤ S0
j − ϵ2,

ϵ2 ≤ E1 ≤ E0
1 − ϵ2, ϵ2 ≤ Ej ≤ E0

j − ϵ2, ϵ ≤ A1, ϵ
3 ≤ Aj ,

(1− q1)Λ1

µ̄1
+ ϵ2 ≤ S1 + E1 +A1 ≤ (1− q1)Λ1

µ̃1
− ϵ2,

(1− qj)Λj

µ̄j
+ ϵ2 ≤ Sj + Ej +Aj ≤

(1− qj)Λj

µ̃j
− ϵ4, j = 2, 3, . . . , n

}
.

Appdenix A (Proof of Theorem 3.1)
Since B1 = (β̌ij)n×n is irreducible, β̌ij > 0 and µA

i + ai + γi > 0 and S0
i + σiE

0
i >

0, (i, j = 1, . . . , n), then Me
0 =

(
β̌ij(S

0
i +σiE

0
i )

µA
i +ai+γi

)
n×n

is irreducible and nonnega-
tive. From Lemma 2.1, we obtain that there exists a left positive eigenvector
ω̄ = (ω̄1, ω̄2, . . . , ω̄n) of Me

0 corresponding to ρ(Me
0 ) such that

(ω̄1, ω̄2, . . . , ω̄n)ρ(M
e
0 ) = (ω̄1, ω̄2, . . . , ω̄n)M

e
0 . (A.1)

Applying Itô’s formula to Ai

µA
i +ai+γi

for model (1.2), one gets

L
( Ai

µA
i + ai + γi

)
≤ Si + σiEi

µA
i + ai + γi

n∑
j=1

β̌ijAj −Ai.

Define a C2-function V2 on Γ̄ to R

V2 =

n∑
i=1

ω̄iAi

µA
i + ai + γi

.

The differential operator L acting on the function V2 along the solutions and com-
bining with (A.1), we have

LV2 ≤
n∑

i=1

n∑
j=1

ω̄i
β̌ij(S

0
i + σiE

0
i )

µA
i + ai + γi

Aj −
n∑

i=1

ω̄iAi

= (ω̄1, ω̄2, . . . , ω̄n)(M
e
0 In − In)



A1

A2

...

An


= (ρ(Me

0 )− 1)

n∑
i=1

ω̄iAi

= −
n∑

i=1

(1−Re
0)ω̄iAi,
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where In denotes identity matrix. Then we obtain

L(log V2) ≤−
∑n

i=1(1−Re
0)ω̄iAi∑n

i=1
ω̄iAi

µA
i +ai+γi

≤ − min
1≤i≤n

{µA
i + ai + γi}(1−Re

0). (A.2)

Integrating (A.2) from 0 to t and then dividing by t on both sides leads to that

log V2(t)

t
≤ log V2(0)

t
− min

1≤i≤n
{µA

i + ai + γi}(1−Re
0) < 0. (A.3)

Taking the superior limit on both sides of (A.3), we obtain

lim sup
t→∞

log V2(t)

t
≤ − min

1≤i≤n
{µA

i + ai + γi}(1−Re
0) < 0, a.s.,

which means
lim
t→∞

Ai(t) = 0 a.s., i = 1, 2, . . . , n.

That is to say, the alcohol problems die out exponentially with probability one in
the sense that alcoholism fractions go to zero from all the groups. This completes
the proof.

Appdenix B (Proof of Theorem 4.1)

Since B2 = (β̂ij)n×n is irreducible, β̂ij > 0, µA
i + ai + γi > 0 and S0

i + σiE
0
i >

0, (i, j = 1, . . . , n), then Mp
0 =

(
β̂ij(S

0
i +σiE

0
i )

µA
i +ai+γi

)
n×n

is irreducible and nonnega-
tive. By Lemma 2.1, we obtain that there exists a left positive eigenvector ω̃ =
(ω̃1, ω̃2, . . . , ω̃n) of Mp

0 corresponding to ρ(Mp
0 ), such that

(ω̃1, ω̃2, . . . , ω̃n)ρ(M
p
0 ) = (ω̃1, ω̃2, . . . , ω̃n)M

p
0 . (B.1)

In the view of model (1.2), one gets

L
( Ai

µA
i + ai + γi

)
=

Si + σiEi

µA
i + ai + γi

n∑
j=1

βij(k)Aj −Ai

=
S0
i + σiE

0
i

µA
i + ai + γi

n∑
j=1

βij(k)Aj −Ai −
(S0

i − Si) + σi(E
0
i − Ei)

µA
i + ai + γi

n∑
j=1

βij(k)Aj .

Define a C2-function V3 on Γ̄ to R as follows

V3 =

n∑
i=1

ω̃iAi

µA
i + ai + γi

.
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The differential operator L acting on the function V3 along the solutions, we have

LV3 ≥
n∑

i=1

n∑
j=1

β̂ijω̃i(S
0
i +σiE

0
i )

µA
i +ai+γi

Aj−
n∑

i=1

ω̃iAi−
n∑

i=1

n∑
j=1

β̌ijω̃i[(S
0
i −Si)+(E0

i − Ei)]

µA
i +ai+γi

Aj

= (ω̃1, ω̃2, . . . , ω̃n)(M
p
0 In − In)



A1

A2

...

An


−

n∑
i=1

n∑
j=1

β̌ijω̃i[(S
0
i −Si)+(E0

i − Ei)]

µA
i +ai+γi

Aj

= (ρ(Mp
0 − 1))

n∑
i=1

ω̃iAi −
n∑

i=1

n∑
j=1

β̌ijω̃i[(S
0
i − Si) + (E0

i − Ei)]

µA
i + ai + γi

Aj

= (Rp
0 − 1)

n∑
i=1

ω̃iAi −
n∑

i=1

n∑
j=1

β̌ijω̃i[(S
0
i − Si) + (E0

i − Ei)]

µA
i + ai + γi

Aj .

Applying Itô’s formula to the functions − log V3 and −(Si + Ei), respectively, one
gets

−L(log V3) ≤−
(Rp

0 − 1)
∑n

i=1 ω̃iAi −
∑n

i=1

∑n
j=1

β̌ij ω̃i[S
0
i +σiE

0
i −(Si+σiEi)]

µA
i +ai+γi

Aj∑n
i=1

ω̃iAi

µA
i +ai+γi

≤− min
1≤i≤n

{µA
i +ai+γi}(Rp

0 − 1)+ max
1≤i,j≤n

{β̌ij}n[(S0
i − Si)+σi(E

0
i −Ei)].

−L(Si + Ei) =− (1− qi)Λi + µiSi + (µE
i + εi)Ei + (Si + σiEi)

n∑
j=1

βij(k)Aj

≤− µS
i (S

0
i − Si)− (µE

i + εi)(E
0
i − Ei) + (S0

i + σiE
0
i )

n∑
j=1

β̌ijAj

≤−min{µS
i , µ

E
i +εi}[(S0

i −Si)+(E0
i −Ei)]+(S0

i +σiE
0
i )

n∑
j=1

β̌ijAj .

Then we define

V4 = − log V3 −
max1≤i,j≤n{β̌ij}n
min{µS

i , µ
E
i + εi}

(Si + Ei).

The differential operator L acting on the function V4 along the solutions, we have

LV4 ≤ − min
1≤i≤n

{µA
i + ai + γi}(Rp

0 − 1) +
max1≤i,j≤n{β̌ij}2n(S0

i + σiE
0
i )

min{µS
i , µ

E
i + εi}

n∑
j=1

Aj .

(B.2)
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Applying Itô’s formula to −A1, one gets

−L(A1) =− (S1 + σ1E1)

n∑
j=1

β1j(k)Aj + (µA
1 + a1 + γ1)A1

≤− σ1(S1 + E1 +A1)

n∑
j=2

β̂1jAj + (σ1

n∑
j=2

β̂1jAj + µA
1 + a1 + γ1)A1

≤− σ1Λ1(1− q1)min2≤j≤n{β̂1j}
µ̄1

n∑
j=2

Aj

+
[
σ1

n∑
j=2

β̂1j
(1− qj)Λj

µ̃j
+ µA

1 + a1 + γ1

]
A1.

Define

V5 = V4 −
max1≤i,j≤n{β̌ij}2n(S0

i +σiE
0
i )

min{µS
i ,µE

i +εi}
σ1Λ1(1−q1)min2≤j≤n{β̂1j}

µ̄1

A1.

The differential operator L acting on the function V5 along the solutions, we have

LV5 ≤ − min
1≤i≤n

{µA
i + ai + γi}(Rp

0 − 1) +D1A1, (B.3)

where

D1 =
max1≤i,j≤n{β̌ij}2n(S0

i + σiE
0
i )

min{µS
i , µ

E
i + εi}

[
1 +

σ1

∑n
j=2 β̂1j

(1−qj)Λj

µ̃j
+ µA

1 + a1 + γ1

σ1Λ1(1−q1)min2≤j≤n{β̂1j}
µ̄1

]
.

Integrating (B.3) from 0 to t and then dividing by t on both sides, we get

V5(t)

t
≤V5(0)

t
− min

1≤i≤n
{µA

i + ai + γi}(Rp
0 − 1) +

D1

t

∫ t

0

A1(s)ds. (B.4)

Since (1−qi)Λi

µ̄i
< Si + Ei +Ai <

(1−qi)Λi

µ̃i
, (i = 1, 2, . . . , n), we have

V5(S1, E1, A1, . . . , Sn, En, An) = V4 +

∑n
i=1

∑n
j=1

(β̌ij)
2(S0

i +σiE
0
i )

min{µS
i ,µE

i +εi}
σ1Λ1(1−q1)min2≤j≤n{β̂1j}

µ̄1

A1

>− log
( n∑

i=1

ω̃i(1− qi)Λi

µ̃i(µA
i + ai + γi)

)
−

n∑
i=1

n∑
j=1

β̌ij(1− qi)Λi

µ̃i min{µS
i , µ

E
i + εi}

−

∑n
i=1

∑n
j=1

(β̌ij)
2(S0

i +σiE
0
i )

min{µS
i ,µE

i +εi}
σ1Λ1(1−q1)min2≤j≤n{β̂1j}

µ̄1

× (1− q1)Λ1

µ̃1

:=M2 is a constant.

Therefore
lim inf
t→∞

V5(t)

t
≥ 0. (B.5)
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Taking the inferior limit on both sides of (B.4) and combining with (B.5), we have

lim inf
t→∞

∫ t

0

A1(s)ds ≥
1

D1
min

1≤i≤n
{µA

i + ai + γi}(Rp
0 − 1) > 0, a.s..

Using the same method as above, we can also get that

lim inf
t→∞

∫ t

0

Ap(s)ds ≥
1

Dp
min

1≤i≤n
{µA

i + ai + γi}(Rp
0 − 1) > 0, a.s., p = 2, . . . , n,

where

Dp =
max1≤i,j≤n{β̌ij}2n(S0

i + σiE
0
i )

min{µS
i , µ

E
i + εi}

[
1 +

σp

∑n
j=2 β̂pj

(1−qj)Λj

µ̃j
+ µA

p + ap + γp

σpΛp(1−qp)min2≤j≤n{β̂pj}
µ̄p

]
.

This completes the proof.

Appdenix C (Proof of Theorem 4.2)
From Theorem 2.1, it follows that for any initial value (S1(0), E1(0), A1(0), . . . ,
Sn(0), En(0), An(0), r(0)) ∈ Γ̄× S, the solution of system (1.2) is regular.

Define a C2-function V̄ on Γ̄ to R as follows

V̄ = MV5−
n∑

i=1

logSi−
n∑

i=1

log(S0
i −Si)−

n∑
i=1

logEi−
n∑

i=1

log(E0
i −Ei)−

n∑
i=2

logAi

−
n∑

i=1

log[
(1− qi)Λi

µ̃i
− Si − Ei −Ai]−

n∑
i=1

log[Si + Ei +Ai −
(1− qi)Λi

µ̄i
],

where M > 0 is a sufficiently large number satisfying the following condition

−M [ min
1≤i≤n

{µA
i + ai + γi}(Rp

0 − 1)] +Q ≤ −2, (C.1)

and Q will be determined later.
Note that V̄ (S1, E1, A1, . . . , Sn, En, An) is not only continuous, but also tends to

∞ as (S1, E1, A1, . . . , Sn, En, An) approaches the boundary of Γ̄. So it must be lower
bounded and achieve this lower bound at a point (S1(k̄), E1(k̄), A1(k̄), . . . , Sn(k̄),
En(k̄), An(k̄)) in the interior of Γ̄.

Then we define a C2-function V on Γ̄ to R+

∪
{0} as follows

V (S1, E1, A1, . . . , Sn, En, An)

=V̄ (S1, E1, A1, . . . , Sn, En, An)− V̄ (S1(k̄), E1(k̄), A1(k̄), . . . , Sn(k̄), En(k̄), An(k̄))

=MV5 −
n∑

i=1

logSi −
n∑

i=1

log(S0
i − Si)−

n∑
i=1

logEi −
n∑

i=1

log(E0
i − Ei)−

n∑
i=2

logAi

−
n∑

i=1

log(
(1− qi)Λi

µ̃i
− Si − Ei −Ai)−

n∑
i=1

log(Si + Ei +Ai −
(1− qi)Λi

µ̄i
)

− V̄ (S1(k̄), E1(k̄), A1(k̄), . . . , Sn(k̄), En(k̄), An(k̄))

:=MV5(S1, E1, A1, . . . , Sn, En, An) + V6(S1, . . . , Sn) + V7(S1, . . . , Sn)
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+ V8(E1, . . . , En) + V9(E1, . . . , En) + V10(A2, . . . , An)

+ V11(S1, E1, A1, . . . , Sn, En, An) + V12(S1, E1, A1, . . . , Sn, En, An),

where

V6(S1, . . . , Sn) = −
n∑

i=1

logSi, V7(S1, . . . , Sn) = −
n∑

i=1

log(S0
i − Si),

V8(E1, . . . , En) = −
n∑

i=1

logEi, V9(E1, . . . , En) = −
n∑

i=1

log(E0
i − Ei),

V10(A2, . . . , An) = −
n∑

i=2

logAi,

V11(S1, E1, A1, . . . , Sn, En, An) = −
n∑

i=1

log(
(1− qi)Λi

µ̃i
− Si − Ei −Ai),

and V12(S1, E1, A1, . . . , Sn, En, An) = −
∑n

i=1 log(Si+Ei+Ai− (1−qi)Λi

µ̄i
)−V̄ (S1(l̄),

E1(l̄), A1(l̄), . . . , Sn(l̄), En(l̄), An(l̄)).

Applying Itô’s formula to V6, V7, V8, V9, V10, V11 and V12, respectively, we have

LV6 =−
n∑

i=1

(1− qi)Λi

Si
+

n∑
i=1

n∑
j=1

βij(k)Aj +

n∑
i=1

(µS
i + pi)

≤−
n∑

i=1

(1− qi)Λi

Si
+

n∑
i=1

n∑
j=1

β̌ij(1− qj)Λj

µ̃j
+

n∑
i=1

(µS
i + pi),

(C.2)

LV7 =

n∑
i=1

1

S0
i − Si

[
(1− qi)Λi −

n∑
j=1

βij(k)SiAj − (µS
i + pi)Si

]
≤

n∑
i=1

1

S0
i − Si

[
(µS

i + pi)(S
0
i − Si) +

n∑
j=1

βij(k)(S
0
i − Si)Aj −

n∑
j=1

βij(k)S
0
i Aj

]
≤

n∑
i=1

1

S0
i − Si

[
(µS

i + pi)(S
0
i − Si) +

n∑
j=1

βij(k)(S
0
i − Si)Aj − β̂i1S

0
i A1

]
≤−

n∑
i=1

β̂i1S
0
i A1

S0
i − Si

+

n∑
i=1

(µS
i + pi) +

n∑
i=1

n∑
j=1

β̌ijΛj(1− qj)

µ̃j
,

(C.3)

LV8 =−
n∑

i=1

piSi

Ei
+

n∑
i=1

n∑
j=1

σiβij(k)Aj +

n∑
i=1

(µE
i + εi)

≤−
n∑

i=1

piSi

Ei
+

n∑
i=1

n∑
j=1

β̌ijσiΛj(1− qj)

µ̃j
+

n∑
i=1

(µE
i + εi),

(C.4)
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LV9 =

n∑
i=1

1

E0
i − Ei

[
piSi −

n∑
j=1

σiβij(k)EiAj − (µE
i + εi)Ei

]
≤

n∑
i=1

1

E0
i − Ei

[
(µE

i + εi)E
0
i − (µE

i + εi)Ei − σiβi1(k)E
0
i A1

+

n∑
j=1

σiβij(k)(E
0
i − Ei)Aj

]
≤−

n∑
i=1

β̂i1σiE
0
i A1

E0
i − Ei

+

n∑
i=1

(µE
i + εi) +

n∑
i=1

n∑
j=1

β̌ijσiΛj(1− qj)

µ̃j
,

(C.5)

LV10 =−
n∑

i=2

n∑
j=1

βij(k)(Si + σiEi)Aj

Ai
+

n∑
i=2

(µA
i + ai + γi)

≤−
n∑

i=2

β̂i1SiA1

Ai
+

n∑
i=2

(µA
i + ai + γi),

(C.6)

LV11 =

n∑
i=1

(1− qi)Λi − µS
i Si − (µE

i + εi)Ei − (µA
i + ai + γi)Ai

(1−qi)Λi

µ̃i
− Si − Ei −Ai

≤
n∑

i=1

(1− qi)Λi − µ̃i(Si + Ei +Ai)− (µA
i + ai + γi − µ̃i)Ai

(1−qi)Λi

µ̃i
− Si − Ei −Ai

=−
n∑

i=1

(µA
i + ai + γi − µ̃i)Ai

(1−qi)Λi

µ̃i
− Si − Ei −Ai

+

n∑
i=1

µ̃i,

(C.7)

LV12 =−
n∑

i=1

(1− qi)Λi − µS
i Si − (µE

i + εi)Ei − (µA
i + ai + γi)Ai

Si + Ei +Ai − (1−qi)Λi

µ̄i

≤
n∑

i=1

µ̄i(Si + Ei +Ai)− (1− qi)Λi − (µ̄i − µS
i )Si

Si + Ei +Ai − (1−qi)Λi

µ̄i

=−
n∑

i=1

(µ̄i − µS
i )Si

Si + Ei +Ai − (1−qi)Λi

µ̄i

+

n∑
i=1

µ̄i.

(C.8)

Hence, from (B.3), (C.2), (C.3), (C.4), (C.5), (C.6), (C.7) and (C.8), it follows that

LV = L(MV5 + V6 + V7 + V8 + V9 + V10 + V11 + V12)

≤−M [ min
1≤i≤n

{µA
i + ai + γi}(Rp

0 − 1)]−
n∑

i=1

(1− qi)Λi

Si
−

n∑
i=1

piSi

Ei
+MD1A1

−
n∑

i=2

β̂i1(Si + σiEi)A1

Ai
−

n∑
i=1

β̂i1S
0
i A1

S0
i − Si

−
n∑

i=1

β̂i1E
0
i A1

E0
i − Ei

−
n∑

i=1

(µA
i + ai + γi − µ̃i)Ai

(1−qi)Λi

µ̃i
− Si − Ei −Ai

−
n∑

i=1

(µ̄i − µS
i )Si

Si + Ei +Ai − (1−qi)Λi

µ̄i

+Q, (C.9)

where

Q =

n∑
i=1

n∑
j=1

2β̌ijΛj(1 + σi)(1− qj)

µ̃j
+

n∑
i=1

[
2(µS

i + pi + µE
i + εi) + µ̃i + µ̄i

]
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+

n∑
i=2

(µA
i + ai + γi).

Then we define a bounded closed set as follows

Dϵ =
{
(S1, E1, A1, . . . , Sn, En, An) ∈ Γ̄ : ϵ ≤ S1 ≤ S0

1 − ϵ2, ϵ ≤ Sj ≤ S0
j − ϵ2,

ϵ2 ≤ E1 ≤ E0
1 − ϵ2, ϵ2 ≤ Ej ≤ E0

j − ϵ2, ϵ ≤ A1, ϵ
3 ≤ Aj ,

(1− q1)Λ1

µ̄1
+ ϵ2 ≤ S1 + E1 +A1 ≤ (1− q1)Λ1

µ̃1
− ϵ2,

(1− qj)Λj

µ̄j
+ ϵ2 ≤ Sj + Ej +Aj ≤

(1− qj)Λj

µ̃j
− ϵ4, j = 2, 3, . . . , n

}
,

where ϵ is a sufficiently small positive constant satisfying the following inequalities

− (1− q1)Λ1

ϵ
+

MD1(1− q1)Λ1

µ̃1
+Q ≤ −1, (C.10)

−
∑n

j=2(1− qj)Λj

ϵ
+

MD1(1− q1)Λ1

µ̃1
+Q ≤ −1, (C.11)

− p1
ϵ

+
MD1(1− q1)Λ1

µ̃1
+Q ≤ −1, (C.12)

−
∑n

j=2 pj

ϵ
+

MD1(1− q1)Λ1

µ̃1
+Q ≤ −1, (C.13)

ϵ ≤ 1

MD1
, (C.14)

−
∑n

j=2 β̂j1

ϵ
+

MD1(1− q1)Λ1

µ̃1
+Q ≤ −1, (C.15)

− β̂11S
0
1

ϵ
+

MD1(1− q1)Λ1

µ̃1
+Q ≤ −1, (C.16)

−
∑n

j=2 β̂j1S
0
j

ϵ
+

MD1(1− q1)Λ1

µ̃1
+Q ≤ −1, (C.17)

− β̂11E
0
i

ϵ
+

MD1(1− q1)Λ1

µ̃1
+Q ≤ −1, (C.18)

−
∑n

j=2 β̂j1E
0
j

ϵ
+

MD1(1− q1)Λ1

µ̃1
+Q ≤ −1, (C.19)

− (µA
1 + a1 + γ1 − µ̃1)

ϵ
+

MD1(1− q1)Λ1

µ̃1
+Q ≤ −1, (C.20)

−
∑n

j=2(µ
A
j + aj + γj − µ̃j)

ϵ
+

MD1(1− q1)Λ1

µ̃1
+Q ≤ −1, (C.21)

− µ̄1 − µS
1

ϵ
+

MD1(1− q1)Λ1

µ̃1
+Q ≤ −1, (C.22)

−
∑n

j=2(µ̄j − µS
j )

ϵ
+

MD1(1− q1)Λ1

µ̃1
+Q ≤ −1. (C.23)

For convenience, we can divide Γ̄ \Dϵ into the following fourteen domains,
D1

ε = {(S1, E1, A1, . . . , Sn, En, An) ∈ Γ̄ : S1 < ϵ},
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D2
ε = {(S1, E1, A1, . . . , Sn, En, An) ∈ Γ̄ : Sj < ϵ},

D3
ε = {(S1, E1, A1, . . . , Sn, En, An) ∈ Γ̄ : E1 < ϵ2, S1 ≥ ϵ},

D4
ε = {(S1, E1, A1, . . . , Sn, En, An) ∈ Γ̄ : Ej < ϵ2, Sj ≥ ϵ2},

D5
ε = {(S1, E1, A1, . . . , Sn, En, An) ∈ Γ̄ : A1 < ϵ},

D6
ε = {(S1, E1, A1, . . . , Sn, En, An) ∈ Γ̄ : Aj < ϵ4, Sj ≥ ϵ, Ej ≥ ϵ2, A1 ≥ ϵ},

D7
ε = {(S1, E1, A1, . . . , Sn, En, An) ∈ Γ̄ : S0

1 − ϵ2 < S1, A1 ≥ ϵ},
D8

ε = {(S1, E1, A1, . . . , Sn, En, An) ∈ Γ̄ : S0
j − ϵ2 < Sj , A1 ≥ ϵ}

D9
ε = {(S1, E1, A1, . . . , Sn, En, An) ∈ Γ̄ : E0

1 − ϵ2 < E1, A1 ≥ ϵ},
D10

ε = {(S1, E1, A1, . . . , Sn, En, An) ∈ Γ̄ : E0
j − ϵ2 < Ej , A1 ≥ ϵ}

D11
ε = {(S1, E1, A1, . . . , Sn, En, An) ∈ Γ̄ :

(1− q1)Λ1

µ̃1
− ϵ3 < S1 + E1 +A1,

E1 ≥ ϵ2, A1 ≥ ϵ},

D12
ε = {(S1, E1, A1, . . . , Sn, En, An) ∈ Γ̄ :

(1− qj)Λj

µ̃j
− ϵ5 < Sj + Ej +Aj ,

Ej ≥ ϵ2, Aj ≥ ϵ4},

D13
ε = {(S1, E1, A1, . . . , Sn, En, An) ∈ Γ̄ : S1 + E1 +A1 <

(1− q1)Λ1

µ̄1
+ ϵ3,

E1 ≥ ϵ2, A1 ≥ ϵ},

D14
ε = {(S1, E1, A1, . . . , Sn, En, An) ∈ Γ̄ : Sj + Ej +Aj <

(1− qj)Λj

µ̃j
+ ϵ5,

Ej ≥ ϵ2, Aj ≥ ϵ4},

for j = 2, 3, . . . , n.
Clearly, Γ̄\Dϵ =

∪14
i=1 D

i
ϵ. In what follows we prove that LV (S1, E1, A1, . . . , Sn,

En, An) ≤ −1 for any (S1, E1, A1, . . . , Sn, En, An) on Γ̄ \Dϵ, which is equivalent to
proving it on the above fourteen domains, respectively.

From inequalities (C.10) to (C.23), we obtain that there is a closed set Dϵ such
that for any (S1, E1, A1, . . . , Sn, En, An) ∈ Γ̄ \Dϵ

LV (S1, E1, A1, . . . , Sn, En, An) ≤ −1. (C.24)

Let (S1(0), E1(0), A1(0), . . . , Sn(0), En(0), An(0)) ∈ Γ̄ \Dϵ, from (C.24) we have

E[S1(τDϵ
), E1(τDϵ

), A1(τDϵ
), . . . , Sn(τDϵ

), En(τDϵ
), An(τDϵ

)]

− V (S1(0), E1(0), A1(0), . . . , Sn(0), En(0), An(0))

= E
∫ τDϵ

0

LV (S1(t), E1(t), A1(t), . . . , Sn(t), En(t), An(t))

≤− E(τDϵ
).

Thus, due to the positivity of V , it follows that

E(τDϵ
) ≤ V (S1(0), E1(0), A1(0), . . . , Sn(0), En(0), An(0)).

This completes the proof.
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