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ON A CLASS OF CHOQUARD-TYPE
EQUATION WITH UPPER CRITICAL

EXPONENT AND INDEFINITE LINEAR
PART∗
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Abstract The existence of ground states to the strongly indefinite Choquard
type equation−∆u+ (V (x)−W (x))u = a(x)(Iα ∗ |u|

2∗α
2 )|u|

2∗α
2

−2u+ b(x)f(u), x ∈ RN ,

u ∈ H1(RN ),

is proved, where N ≥ 3, α ∈ (0, N), 2∗α = 2(N+α)
N−2

, Iα denotes the Riesz
potential, and 0 belongs to the gap of the spectrum of −∆+ V . We consider
the asymptotically periodic case, i.e., V is periodic in x, lim|x|→+∞ W (x) = 0,
and a, b are asymptotically periodic in x. Some results in the literature are
completed.

Keywords Critical exponent, Choquard equation, ground state, strongly in-
definite functional.
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1. Introduction
We study the indefinite Choquard type equation with upper critical exponent−∆u+ (V (x)−W (x))u = a(x)(Iα ∗ |u|

2∗α
2 )|u|

2∗α
2 −2u+ b(x)f(u), x ∈ RN ,

u ∈ H1(RN ),

(1.1)
where N ≥ 3, α ∈ (0, N), 2∗α = 2(N+α)

N−2 , Iα denotes the Riesz potential on RN \ {0}
defined by

Iα(x) =
Γ(N−α

2 )

2απ
N
2 Γ(α2 )|x|N−α

,

V, W, a, b ∈ C(RN ,R), and f : R 7→ R has a subcritical growth.
Problem (1.1) is closely related to the classical Choquard-Pekar equation

−∆u+ V u = (Iα ∗ |u|p)|u|p−2u, u ∈ H1(RN ), (1.2)
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which has application in a variety of physical situations, for example, it was intro-
duced by Fröhlich [7] and Pekar [22] in 1954 to model the quantum mechanics of a
polaron at rest, and by Choquard [16] in 1976 to characterize an electron trapped
in its hole. The readers can refer to [4, 23] for more details of physical background
related to equation (1.2).

In the last decade, problem (1.2) has been studied extensively by using varia-
tional methods (see [6,16,18,30] and the survey [21] for example). In the case when
V = 1, Moroz and Van Schaftingen [19] explored the existence, regularity, sym-
metry and decay of positive ground states to (1.2) for p ∈ (N+α

N , N+α
N−2 ). They also

showed the nonexistence of nontrivial solutions to (1.2) for p ≤ N+α
N or p ≥ N+α

N−2 .

The power p = N+α
N and p = N+α

N−2 are called lower and upper critical exponents
respectively owing to the Hardy-Littlewood-Sobolev inequality [17, Theorem 4.3].
Recently, increasing attention has been paid to the critical case of equation (1.2)
with variable potential or subcritical perturbation. See [15, 20, 25–27, 29] for the
lower critical case and [5, 8, 9, 11,13–15] for the upper critical case.

For the study of strongly indefinite problems, as we know, a considerable amount
of effort has been devoted to the Schrödinger equation

−∆u+ V (x)u = f(x, u), u ∈ H1(RN ), (1.3)

where 0 is in a spectral gap of −∆+V (see [2,12,24,31] for example), while limited
study has been done in the Choquard type equations. In [1], Ackermann obtained
infinitely many solutions of the strongly indefinite equation

−∆u+ V (x)u = (W ∗ |u|2)u, u ∈ H1(R3).

Gao and Yang [8] explored the existence of nontrivial solutions to the upper critical
problem with indefinite linear part

−∆u+ V (x)u = (Iα ∗G(x, u))g(x, u), u ∈ H1(RN ), (1.4)

where g(x, u) = k(x)|u|
2∗α
2 −2u + f(x, u), G(x, u) =

∫ u
0
g(x, t)dt, and f(x, u) has a

subcritical growth. Guo and Tang [11] proved the existence of nontrivial solutions to
the strongly indefinite problem with upper critical exponent and local perturbation

−∆u+ V (x)u = (Iα ∗ |u|
2∗α
2 )|u|

2∗α
2 −2u+ g(u), u ∈ H1(RN ). (1.5)

The V (x), k(x), f(x, u) in equations (1.4) and (1.5) are periodic in x.
Motivated by the work mentioned previously, we are interested in the strongly

indefinite problem (1.1) with asymptotically periodic coefficients. Our goal is to
show the existence of ground states (nontrivial solutions with minimal energy) to
this problem. For this purpose, we make assumptions as follows.

(V1) V ∈ C(RN ,R), V is 1-periodic in each xi, 1 ≤ i ≤ N, and

λ := sup(σ(−∆+ V ) ∩ (−∞, 0]) < 0 < λ := inf(σ(−∆+ V ) ∩ [0,+∞)).

(V2) W ∈ C(RN ,R), lim
|x|→+∞

W (x) = 0, and

0 ≤W (x) ≤W = sup
x∈RN

W (x) < λ, ∀x ∈ RN .
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(A1) a(x) = a0(x) + a∗(x), b(x) = b0(x) + b∗(x), where a∗, b∗, a0, b0 ∈ C(RN ,R),
a0 is positive, a∗, b∗, b0 are nonnegative, a0, b0 are 1-periodic in each xi, 1 ≤
i ≤ N, and

lim
|x|→+∞

a∗(x) = lim
|x|→+∞

b∗(x) = 0.

(A2) There exists x0 ∈ RN such that a(x0) = maxx∈RN a(x), a(x) − a(x0) =
o(|x− x0|2) as x→ x0, and V (x0) < 0.

(F1) f ∈ C(R,R), and f(u) = o(u) as u→ 0.

(F2) f(u) ≤ C(1 + |u|p−1) for some 2 < p < 2∗ and C > 0. Additionally, for the
case N = 3, there is λ > 0 and 2 < q < 2∗ such that |f(s)| ≥ λ|s|q−1 if s 6= 0.

(F3) u 7→ f(u)

|u|
is nondecreasing on (−∞, 0) and (0,+∞).

The main results we obtained can be stated as follow.

Theorem 1.1. Assume that (V 1), (V 2), (A1), (A2), (F1) − (F3) and α ∈ ((N −
4)+, N) are satisfied. Then equation (1.1) possesses a ground state for N ≥ 4.
For N = 3, there exists b̃ > 0 such that equation (1.1) possesses a ground state if
infx∈RN b(x) ≥ b̃.

Remark 1.1. Note that the existence of ground states to the equation without
subcritical perturbation−∆u+ (V (x)−W (x))u = a(x)(Iα ∗ |u|

2∗α
2 )|u|

2∗α
2 −2u, x ∈ RN ,

u ∈ H1(RN ),
(1.6)

for N ≥ 4 and to the equation with periodic coefficients−∆u+ V (x)u = a0(x)(Iα ∗ |u|
2∗α
2 )|u|

2∗α
2 −2u+ b0(x)f(u), x ∈ RN ,

u ∈ H1(RN ),
(1.7)

is included in Theorem 1.1.

Theorem 1.1 completes the results in [8,11] in view of the following three reasons.
(1) Neither the case N = 3 nor the asymptotically periodic case was analysed

in [8, 11].
(2) We obtain a ground state while [8, 11] found a nontrivial solution.
(3) The existence of ground states to (1.6) was excluded in the studies of [8,11].
To prove Theorem 1.1, we mainly employ the generalized Nehari manifold method

originated from [24] (see also [2, 31]). However, the arguments in [2, 24, 31] can not
be used directly since our equation has a convolution term and a general subcritical
perturbation. We follow some arguments in [11]. Moreover, we have to cope with the
difficulty caused by the non-periodic coefficients. By a concentration-compactness
type Lemma [9, Lemma 2.5], and the periodicity of the limit equation (1.7), we are
able to overcome it.

2. Notations
In this paper, | · |p and ‖ · ‖H denote the usual norms in Lp(RN ) and H1(RN )
respectively, Br(y) represents the open ball on RN of center y and radius r,

∫
· is
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the simplified form of the integral
∫
RN ·dx, and C1, C2, C3 are positive constants.

A weak solution to problem (1.1) is a critical point to the energy functional
defined on H1(RN ) by

EW (u) :=
1

2

∫
(|∇u|2+(V (x)−W (x))u2)− 1

2∗α

∫
a(x)(Iα∗|u|

2∗α
2 )|u|

2∗α
2 −
∫
b(x)F (u),

(2.1)
where F (s) =

∫ s
0
f(t)dt. As in [2, 24], there exists an equivalent norm ‖ · ‖ in

X := H1(RN ) such that

EW (u)=
1

2
(‖u+‖2−‖u−‖2)− 1

2

∫
W (x)u2− 1

2∗α

∫
a(x)(Iα ∗ |u|

2∗α
2 )|u|

2∗α
2 −
∫
b(x)F (u),

where u = u+ + u− ∈ X+ ⊕X−, and X = X+ ⊕X− corresponds to the positive
and negative subspace of the spectral decomposition of −∆+ V . Then the energy
functional on H1(RN ) associated with (1.7) is

E(u) :=
1

2
(‖u+‖2 − ‖u−‖2)− 1

2∗α

∫
a0(x)(Iα ∗ |u|

2∗α
2 )|u|

2∗α
2 −

∫
b0(x)F (u). (2.2)

In the sequel, we denote

M := {u ∈ H1(RN ) \X−| E′
W (u)u = 0 and E′

W (u)v = 0, ∀ v ∈ X−},
X(u) := X− ⊕ Ru, X̂(u) := X− ⊕ [0,+∞)u,

and set
AW := inf

M
EW (u) and A := inf

M
E(u).

3. Technical lemmas
In this section, we assume that all the conditions in Theorem 1.1 are satisfied, and
we will provide some technical lemmas.

To begin with, we set

H(x, t) :=
1

2
W (x)t2 +

1

2∗α
a(x)(Iα ∗ |t|

2∗α
2 )|t|

2∗α
2 + b(x)F (t),

and
h(x, t) :=W (x)t+ a(x)(Iα ∗ |t|

2∗α
2 )|t|

2∗α
2 −2t+ b(x)f(t).

Lemma 3.1. H(x, u) > 0 and 1
2h(x, u)u > H(x, u) if u 6= 0.

Proof. From (F1), (F3) and α ∈ ((N − 4)+, N), we see that

u 7→ h(x, u)

|u|
is increasing strictly on (−∞, 0) and (0,+∞),

and
h(x, u) = o(u) uniformly in x as |u| → 0,

which lead to h(x, u) > 0, ∀u > 0, and h(x, u) < 0, ∀u < 0. Then it follows
H(x, u) =

∫ u
0
h(x, t)dt > 0, and

H(x, u) =

∫ u

0

h(x, t)

t
tdt <

∫ u

0

h(x, u)

u
tdt =

1

2
h(x, u)u, ∀u 6= 0.
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Lemma 3.2. Let u, v, s ∈ R satisfy su+ v 6= 0 and s ≥ −1. Then(
s2

2
+ s

)
h(x, u)u+ (s+ 1)h(x, u)v +H(x, u)−H(x, (1 + s)u+ v) < 0, ∀x ∈ RN .

Proof. The conclusion follows by Lemma 3.1 and an argument similar to the one
adopted in [24, lemma 2.2].

Lemma 3.3. If u ∈ M, then

EW (u+ z) < EW (u), ∀z ∈ B := {su+ v| s ≥ −1, v ∈ X−}, z 6= 0.

Proof. Direct calculation yields

EW (u+ z)− EW (u)

= −1

2
‖v‖2 +

∫ ((
s2

2
+ s

)
h(x, u)u+ (s+ 1)h(x, u)v +H(x, u)−H(x, u+ z)

)
.

Then the desired results follows from Lemma 3.2.

Lemma 3.4. If Q ⊂ X+ \ {0} is a compact subset, then for every u ∈ Q, there
exists R > 0 such that

EW (z) ≤ 0, ∀z ∈ X(u) \BR(0).

Proof. Set

Φ(u) :=
1

2
(‖u+‖2 − ‖u−‖2)−

∫
a(x)(Iα ∗ |u|

2∗α
2 )|u|

2∗α
2 .

It is obvious that
EW (u) ≤ Φ(u), ∀u ∈ H1(RN ).

Then it suffices to show that

Φ(z) ≤ 0, ∀z ∈ X(u) \BR(0), u ∈ Q, (3.1)

for some R > 0. Without loss of generality, we may suppose that ‖u‖ = 1 for each
u ∈ Q. If (3.1) would not hold, then there is un ∈ Q and zn ∈ X(un) satisfying
‖zn‖ → ∞ as n → ∞, and Φ(zn) > 0 for all n. Taking a subsequence, we may
suppose that un → u ∈ X+ with ‖u‖ = 1. Let wn := zn

∥zn∥ = snun + w−
n , then

s2n = 1− ‖w−
n ‖2, (3.2)

and
0 ≤ Φ(zn)

‖zn‖2
=

1

2
(s2n − ‖w−

n ‖2)−
∫
a(x)(Iα ∗ |zn|

2∗α
2 )|zn|

2∗α
2 −2w2

n. (3.3)

Combining (3.2) and (3.3) suggests that sn ∈ [ 1√
2
, 1]. Then we assume that sn →

s > 0 (up to a subsequence), and wn ⇀ w = su+w− 6= 0. Since α ∈ ((N −4)+, N),
we have 2∗α

2 − 2 > 0. Applying the Fatou’s Lemma, we see that

lim inf
n→∞

∫
a(x)(Iα ∗ |zn|

2∗α
2 )|zn|

2∗α
2 −2w2

n

≥
∫

lim inf
n→∞

a(x)(Iα ∗ |zn|
2∗α
2 )|zn|

2∗α
2 −2w2

n → +∞,

which contradicts (3.3). We have thus prove the lemma.
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Lemma 3.5. (i) There is β > 0 such that AW ≥ inf
Sβ

EW (u) > 0, where Sβ :=

{u ∈ X+ : ‖u‖ = β}.
(ii) ‖u+‖ ≥ max{‖u−‖,

√
2AW } for all u ∈ M.

Proof. (i) From (F1) and (F2), we know that for any ϵ > 0, there is Cϵ > 0 such
that F (u) ≤ ϵ|u|2 + Cϵ|u|p for some 2 < p < 2∗. Then for u ∈ X+,

EW (u) =
1

2
‖u‖2 − 1

2

∫
W (x)u2 − 1

2∗α

∫
a(x)(Iα ∗ |u|

2∗α
2 )|u|

2∗α
2 −

∫
b(x)F (u)

≥ 1

2
‖u‖2 − W

2

∫
u2 − a

2∗α
|u|

2(N+α)
N−2

2∗ − b

∫
(ϵ|u|2 + Cϵ|u|p)

≥ 1

2

(
1− W

λ
− C1ϵ

)
‖u‖2 − C2‖u‖

2(N+α)
N−2 − C3Cϵ‖u‖p,

where a = supx∈RN a(x), b = supx∈RN b(x). By (V2), for ϵ > 0 sufficiently small,
there exists β > 0 such that

1

2

(
1− W

λ
− C1ϵ

)
β2 − C2β

2(N+α)
N−2 − C3Cϵβ

p > 0,

which implies
inf
u∈Sβ

EW (u) > 0.

Now denote
l := inf

Sβ∩X+
EW (u) > 0.

According to Lemma 3.3, we obtain

EW (u) ≥ EW

(
βu+

‖u‖

)
≥ l, ∀u ∈ M.

Thus,
AW = inf

M
EW ≥ l > 0.

(ii) For each u ∈ M, since

AW ≤ EW (u) ≤ 1

2
(‖u+‖2 − ‖u−‖2),

we conclude that (ii) holds.

Lemma 3.6. For each u ∈ H1(RN ) \X−, there exists precisely one element m̂(u)
in M∩ X̂(u). Moreover, m̂(u) is the unique global maximum of EW |X̂(u).

Proof. According to Lemma 3.3, we need only show that M∩ X̂(u) 6= ∅. By the
fact X̂(u) = X̂(u+), we may suppose that u ∈ X+ and ‖u‖ = 1. Combining Lemma
3.4 and Lemma 3.5 (a) leads to 0 < supX̂(u)EW < ∞. Noting the weakly upper
semi-continuity of EW on X̂(u), we derive that there exists z0 ∈ X̂(u) \ {0} such
that EW (z0) = supX̂(u)EW . Then it follows that E′

W (z0)z0 = E′
W (z0)v = 0 for all

v ∈ X̂(u), implying z0 ∈ M∩ X̂(u).
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Lemma 3.7. EW is coercive on M, that is, EW (u) → ∞ as ‖u‖ → ∞, ∀u ∈ M.

Proof. If the statement is false, then there is a sequence {un}⊂M with EW (un)≤
c and ‖un‖ → ∞ for some c > 0. Then we have for n large enough,

c+ o(1) ≥ EW (un)−
1

2
E′
W (un)un

=
2∗α − 2

2 · 2∗α

∫
(Iα ∗ |un|

2∗α
2 )|un|

2∗α
2 +

∫
b(x)(

1

2
f(un)un − F (un)).

(3.4)

From (F1), (F3) and similar arguments as in Lemma 3.1, we have F (s) ≥ 0 and
1
2f(s)s− F (s) ≥ 0 for all s ∈ R, which combined (3.4) gives∫

(Iα ∗ |un|
2∗α
2 )|un|

2∗α
2 ≤ C1 (3.5)

for some C1 > 0. Set vn = un

∥un∥ . We may assume that vn ⇀ v in H1(RN ), vn → v

in Lploc(RN )(2 ≤ p < 2∗), and vn → v a.e on RN . We claim that there is {yn} ⊂ RN
such that

∫
B(yn,1)

|v+n |2 ≥ δ > 0. In fact, by Lemma 3.5(ii), we have

‖v+n ‖ ≥ 1

2
. (3.6)

From (3.5), we obtain∫
(Iα ∗ |v+n |

2∗α
2 )|v+n |

2∗α
2 ≤

∫
(Iα ∗ |vn|

2∗α
2 )|vn|

2∗α
2 =

∫
(Iα ∗ |un|

2∗α
2 )|un|

2∗α
2

‖un‖2∗α
→ 0. (3.7)

Assume by contradiction that

sup
y∈RN

∫
B(y,1)

|v+n |2dx→ 0 as n→ ∞.

Then by Lion’s Lemma [28][Lemma 1.21], we have v+n → 0 in Lp(RN )(2 < p < 2∗),
which combined (A1), (F1) and (F2) yields∫

b(x)F (sv+n ) → 0, ∀ s ∈ R. (3.8)

Moreover, we see from (V2) there exists R > 0 sufficiently large such that∫
W (x)(v+n )

2 =

∫
RN\B(0,R)

W (x)(v+n )
2dx+

∫
B(0,R)

W (x)(v+n )
2dx→ 0. (3.9)

Since sv+n ∈ X̂(un) for s ≥ 0, we see from Lemma 3.3, (3.6), (3.7), (3.8) and (3.9)
that

c ≥ EW (un) ≥ EW (sv+n )

=
s2

2

(
‖v+n ‖2 −

∫
W (x)|v+n |2

)
−
∫
b(x)F (sv+n )−

1

2∗α

∫
(Iα ∗ |sv+n |

2∗α
2 )|sv+n |

2∗α
2

≥ s2

4
− s2

2

∫
W (x)|v+n |2 −

∫
b(x)F (sv+n )−

1

2∗α

∫
(Iα ∗ |sv+n |

2∗α
2 )|sv+n |

2∗α
2

→ s2

4
,
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which is a contradiction if s ≥
√
4c, so the claim holds. By the invariance of M and

EW under the transformation u 7→ u(· − k) with k ∈ ZN , we may assume that {yn}
is bounded. Then v+n → v+ in L2

loc(RN ) with v+ > 0. Applying Fatou’s Lemma,
we obtain∫

(Iα ∗ |un|
2∗α
2 )|un|

2∗α
2

‖un‖2
=

∫
(Iα ∗ |un|

2∗α
2 )|un|

2∗α
2 −2v2n → ∞ as n→ ∞,

which contradicts (3.5), showing the desired result.
According to Lemma 3.6, we consider the map

m̂(u) : X+ \ {0} → M, where m̂(u) ∈ X̂(u) ∩M.

Now we establish the continuity of the m̂.

Lemma 3.8. The function m̂ : X+ \ {0} 7→ M is continuous.

Proof. The proof of Lemma 3.8 will not be included since it is analogous to that
in [24, Lemma 2.8].

By Lemma 3.8, we define a continuous functional Ĵ : X+ \ {0} 7→ R by

Ĵ(u) = EW (m̂(u)),

and denote the restriction of the functional Ĵ to set S+ by J : S+ 7→ R, where
S+ := {z ∈ X+ : ‖z‖ = 1}. Then as in [24], we obtain the following properties
related to Ĵ and J .

Lemma 3.9. Ĵ ∈ C1(X+ \ {0},R) and

Ĵ ′(z)w =
‖m̂(z)+‖

‖z‖
E′
W (m̂(z))w, ∀ z, w ∈ X+, z 6= 0.

Corollary 3.1. (i) J ∈ C1(S+), and

J ′(z)w = ‖m̂(z)+‖E′
W (m̂(z))w, for w ∈ TzS

+ := {y ∈ X+| 〈z, y〉 = 0}.

(ii) {zn} is a (PS)c sequence of J if and only if {m̂(zn)} is a (PS)c sequence of
EW .

(iii) If there exists u ∈ M such that EW (u) = AW , then E′
W (u) = 0.

The proofs of Lemma 3.9 and Corollary 3.1 can be found in [24]. By Corollary
3.1 and the Ekeland’s variational principle, we obtain the existence of (PS)AW

sequence for EW .

Corollary 3.2. There exists a sequence {un} ⊂ M satisfying

EW (un) → AW , E
′
W (un) → 0.

Next we will give an estimate on the upper bound of AW , which is crucial in
establishing the compactness of (PS)AW

sequence. We begin with two technical
lemmas.

Lemma 3.10. Fix u ∈ X+ \ {0}. Then there exist s0, ρ such that

sup
z∈X̂(u)

EW (z) = sup
∥su+v∥≤ρ,
s≥s0,v∈X−

EW (su+ v).
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Proof. By Lemma 3.4 and 3.5, there is ρ > 0 such that

sup
z∈X̂(u)

EW (z) = sup
z∈X̂(u)∩B(0,ρ)

EW (z).

Let {vn} ∈ X− and {sn} ⊂ [0,+∞) be any sequences satisfying ‖snu + vn‖ ≤ ρ
and

EW (snu+ vn) → sup
z∈X̂(u)

EW (z).

If the conclusion is false, then sn → 0. It follows that

0 < AW ≤ sup
z∈X̂(u)

EW (z) = EW (snu+ vn) + o(1) ≤ 1

2
s2n‖u‖2 + o(1) → 0,

which is absurd. The lemma is proved.

Lemma 3.11. Let N = 3, u ∈ X+ \ {0} and s0, ρ > 0. Then for all v ∈ X− and
s ≥ s0 satisfying ‖su+ v‖ ≤ ρ, there is q ∈ (2, 2∗) and η > 0 such that

η|su|q ≤ F (su+ v).

Proof. From (F3), we know that there exist λ > 0 and q ∈ (2, 2∗) such that

F (su+ v) ≥ λ

q
|su+ v|q.

Then the desired result follows from [2, Lemma 2.7].
By (A2), we may suppose that V (0) < 0. Denote

Uϵ :=
Cϵ

N−2
4

(ϵ+ |x|2)N−2
2

, (3.10)

where C is a given constant, and ϵ is a positive parameter. According to [10], Uϵ is
a minimizer of S∗ defined by

S∗ = inf
u∈D1,2(RN )

{∫
|∇u|2 |

∫
(Iα ∗ |u|

2∗α
2 )|u|

2∗α
2 = 1

}
.

Choose r sufficiently small such that V (x) ≤ −δ for some δ > 0 and |x| < 2r, and let
ψ ∈ C∞

0 (RN ) be a cut-off function such that ψ(x) = 1, |x| ≤ r, ψ(x) = 0, |x| ≥ 2r,
and 0 ≤ ψ ≤ 1. Set

ψϵ(x) =
ψUϵ(∫

(Iα ∗ |ψUϵ|
2∗α
2 )|ψUϵ|

2∗α
2

) 1
2∗α

. (3.11)

Then we know from [3,10,28] that∫
(Iα ∗ |ψϵ|

2∗α
2 )|ψϵ|

2∗α
2 = 1,

∫
|∇ψϵ|2 = S∗ +O(ϵ

N−2
2 ),∫

|ψϵ| = O(ϵ
N−2

4 ),

∫
|∇ψϵ| = O(ϵ

N−2
4 ),

(3.12)
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∫
|ψϵ|2 =

O(ϵ), N ≥ 5,

O(ϵln|ϵ|), N = 4,
(3.13)

∫
|ψϵ|2

∗−s =


O(ϵ

(N−2)s
4 ), 0 < s < 2∗

2 ,

O(ϵ
N
4 |lnϵ|), s = 2∗

2 ,

O(ϵ
N
2 − (N−2)s

4 ), 2∗

2 < s < 2∗.

Lemma 3.12. For N ≥ 4,

AW <
α+ 2

2(N + α)|a|∞
N−2
α+2

S
N+α
α+2
∗ . (3.14)

For N = 3, there exists b̃ > 0 such that (3.14) holds if infRN b(x) > b̃.

Proof. For the case N ≥ 4, it is obvious that

EW (u) ≤ 1

2

∫
(|∇u|2 + V (x)u2)− 1

2∗α

∫
a(x)(Iα ∗ |u|

2∗α
2 )|u|

2∗α
2 := E∗(u).

By [11, Lemma 3.5], we know that

sup
X̂(ψϵ)

E∗ <
α+ 2

2(N + α)|a|∞
N−2
α+2

S
N+α
α+2
∗ .

Then by the definition of AW , we obtain that (3.14) holds.
For N = 3, denote b := infRN b(x). Then by Lemma 3.10, Lemma 3.11, we have

sup
X̂(u)

EW = sup
∥su+v∥≤ρ,
s≥s0,v∈X−

EW (su+ v).

≤ sup
∥su+v∥≤ρ,
s≥s0,v∈X−

(
s2‖u‖2

2
− b

∫
F (su+ v)

)

≤ sup
∥su+v∥≤ρ,
s≥s0,v∈X−

(
s2‖u‖2

2
− bη

∫
|su|q)

)

≤ max
s≥0

(
s2

‖u‖2

2
− sqbη

∫
|u|q
)
.

Denote
l(s) := s2

‖u‖2

2
− sqbη

∫
|u|q.

Since maxs≥0 l(s) → 0, as b→ +∞, we deduce that there exists b̃ > 0 such that

sup
X̂(u)

EW <
α+ 2

2(N + α)|a|∞
N−2
α+2

S
N+α
α+2
∗ , ∀b ≥ b̃.

The conclusion follows.
The next Lemma will be used in proving the existence of ground states of the

periodic equation (1.7). Since the proof can be found in the [11], it will not be
included.
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Lemma 3.13. If {un} ⊂ H1(RN ) is a (PS)d sequence of E with

d ∈

(
0,

α+ 2

2(N + α)|a0|∞
N−2
α+2

S
N+α
α+2
∗

)
,

then there exist {yn} ⊂ ZN and r, δ0 > 0 such that

lim sup
n→∞

∫
Br(yn)

u2ndx ≥ δ0.

Finally, we give a lemma which is important in dealing with the difficulty caused
by non-periodic coefficients.

Lemma 3.14. If {un} ⊂ H1(RN ) is a (PS)d sequence of EW with

d <
α+ 2

2(N + α)|a|∞
N−2
α+2

S
N+α
α+2
∗ , (3.15)

and un ⇀ 0 in H1(RN ), then∫
a∗(x)(Iα ∗ |un|

2∗α
2 )|un|

2∗α
2 → 0.

Proof. By condition (A1) and Lemma 3.7, ∀ϵ > 0, there exists R > 0 sufficiently
large such that ∫

RN\BR(0)

a∗(x)(Iα ∗ |un|
2∗α
2 )|un|

2∗α
2 dx < ϵ.

Then it is sufficient to show∫
BR(0)

(Iα ∗ |un|
2∗α
2 )|un|

2∗α
2 dx→ 0. (3.16)

According to a Concentration Compactness Lemma [9, Lemma 2.5], we may assume
that

|∇un|2 ⇀ µ ≥
∑
j∈J

µjδxj , (Iα ∗ |un|
2∗α
2 )|un|

2∗α
2 ⇀ ν =

∑
j∈J

νjδxj ,

where {xj} ⊂ RN is a countable sequence, J is a countable set and µj , νj > 0, j ∈
J . In order to obtain (3.16), we need only prove

νj = 0, ∀j ∈ J . (3.17)

Observe that

d = lim
n→∞

(
EW (un)−

1

2
E′
W (un)un

)
≥ α+ 2

2(N + α)

∑
j∈J

a(xj)νj . (3.18)

Set ϕϵ(x) := ϕ((x − xj)/ϵ) with ϕ = 1 on B1(0), ϕ = 0 on RN \ B2(0), 0 ≤ ϕ ≤ 1
and |∇ϕ| ≤ 2. Then

E′
W (un)(ϕϵun) → 0,
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that is,∫
∇un∇(ϕϵun) +

∫
(V (x)−W (x))ϕϵu

2
n −

∫
a(x)(Iα ∗ |un|

2∗α
2 )|un|

2∗α
2 ϕϵ

−
∫
b(x)f(un)unϕϵ → 0.

By (F1), (F2), the fact that un ⇀ 0 and letting ϵ→ 0, we have

µ(xj) = a(xj)νj .

Since µj ≤ µ(xj), it follows

S∗ν
N−2
N+α

j ≤ µj ≤ µ(xj) = a(xj)νj .

Thus, we obtain

νj ≥
(

S∗

a(xj)

)N+α
α+2

. (3.19)

Combining (3.18) and (3.19) yields

d ≥ α+ 2

2(N + α)|a|
N−2
α+2
∞

S∗
N+α
α+2 ,

which contradicts (3.15).

4. Proof of Theorem 1.1
We divide the proof into two cases: the periodic case and the non-periodic case.

First, We proof the periodic case, that is, the case when a∗ = b∗ = W ≡ 0. By
Corollary 3.2, there exists {un} ⊂ M such that

E(un) → A, E′(un) → 0.

Then from Lemma 3.7, {un} is bounded. By Lemma 3.13, we may assume that
un ⇀ u 6= 0. Then u is a solution of equation (1.7). Moreover,

A = lim
n→∞

(
E(un)−

1

2
E′(un)un

)
= lim inf

n→∞

(
1

2
− 1

2∗α

)∫
a(x)(Iα ∗ |un|

2∗α
2 )|un|

2∗α
2 +

∫
b(x)(

1

2
f(un)un − F (un))

≥
(
1

2
− 1

2∗α

)∫
a(x)(Iα ∗ |u|

2∗α
2 )|u|

2∗α
2 +

∫
b(x)(

1

2
f(u)u− F (u))

= E(u),

(4.1)
that is, u is a ground state of (1.7). The proof of the periodic case is finished.

Second, we study the asymptotically periodic case. From the definition, it is
obvious that

AW ≤ A.
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Then we consider two cases:
(a)AW = A. Denote a ground state of the periodic problem (1.7) by u, and let
v ∈ X̂(u) satisfy

EW (v) = sup
X̂(u)

EW .

Then
AW ≤ EW (v) ≤ E(v) ≤ E(u) = A = AW . (4.2)

Combining (4.2) and Corollary 3.1, we obtain that E′
W (v) = 0, that is, v is a ground

state of equation (1.1).
(b) AW < A. Let {vn} ⊂ M be a (PS)AW

sequence, that is,

EW (vn) → AW , E
′
W (vn) → 0. (4.3)

Then {vn} is bounded. Taking a subsequence, we may assume that vn ⇀ v ∈
H1(RN ). We assert that v 6= 0. Actually, if v = 0, then from assumptions (V2),
(A1), (F1),(F2) and Lemma 3.14, we have∫

W (x)v2n → 0,

∫
W (x)vnh→ 0,∫

b∗(x)F (vn) → 0,

∫
b∗(x)f(vn)h→ 0,∫

a∗(x)(Iα ∗ |vn|
2∗α
2 )|vn|

2∗α
2 → 0,

∫
a∗(x)(Iα ∗ |vn|

2∗α
2 )|vn|

2∗α
2 −1h→ 0,

(4.4)

for any h ∈ H1(RN ). Combining (4.3), (4.4) and the definition of EW and E leads
to

E(vn) → AW , E
′(vn) → 0.

Applying Lemma 3.13, we obtain that there exist {yn} ⊂ ZN and r, δ0 > 0 such
that

lim sup
n→∞

∫
Br(yn)

v2ndx ≥ δ0. (4.5)

Denote wn := vn(x − yn). Then it follows from (4.5) that wn ⇀ w 6= 0 and
E′(w) = 0. Thus,

AW = lim
n→∞

EW (vn) = lim
n→∞

E(vn)

= lim
n→∞

E(wn) = lim
n→∞

(
E(wn)−

1

2
E′(wn)wn

)
≥ E(w)− 1

2
E′(w)w = E(w) ≥ A,

which contradicts AW < A. Thus, v 6= 0. Then as (4.1), we conclude that v is a
ground state of (1.1).
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