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ARNOLD-TYPE THEOREM ABOUT
LOWER-DIMENSIONAL INVARIANT TORI IN

GENERALIZED HAMILTONIAN SYSTEMS

Jiayin Du

Abstract In this paper, we consider the lower dimensional invariant tori for
generalized Hamiltonian system. A so-called generalized Hamiltonian system
is defined on a Poisson manifold which can be odd dimensional and structurally
degenerate. The existence of quasi-periodic invariant tori for Hamiltonian
with standard symplectic structure was first shown by Arnold [2] under a
degeneracy-removing condition. We prove the persistence of lower dimensional
tori for Hamiltonian with Poisson structure instead of standard symplectic
structure, when the tangential and normal frequencies satisfy some certain
conditions.
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1. Introduction and main result
The Hamiltonian system is frequently studied to describe models arising in celestial
mechanics or the motion of charged particles in magnetic fields, see [4,19,30]. KAM
theory, established by Kolmogorov, Arnold and Moser, is a landmark of the devel-
opment of Hamiltonian system. It gave a reasonable explanation for the stability of
solar system and brought a new method into the study of dynamical systems. The
classical KAM theory [1, 13, 21, 25] pointed out that with respect to the standard
symplectic form on 2n-dimensional smooth manifold (Rn × Tn, ω2), most invari-
ant n-tori of an integrable Hamiltonian system will persist to small perturbations
under certain non-degenerate conditions. A generalization to (l + n)-dimensional
symplectic manifold (Rl×Tn, ω2), with l < n, (l+n) even, is in [5,12,23,24,33]. The
corresponding Hamiltonian system is odd-dimensional while (l + n) is odd. Since
there is no symplectic structure for odd-dimensional systems, some results in clas-
sical Hamiltonian systems no longer hold, which makes it very difficult to develop
KAM theory for odd-dimensional Hamiltonian systems, as pointed out in [6,20,28].
Later, paper [15] proved some KAM types of results for generalized Hamiltonian
systems defined on Poisson manifolds (Rl ×Tn, ω2), where the Poisson structure or
2-form ω2 is defined by structure matrix I(y) with

I =

 O B

−B⊤ C

 , C⊤ = −C.
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There the system can be odd dimension and permit more action than angle variables.
Moreover, the 2-form is not necessary non-degenerate.

The persistence of lower dimensional tori for Hamiltonian systems is an essential
problem and has been proved under many different conditions, see [3,7–10,14,16,18,
22,27,34,35] for usual Hamiltonian systems, see [31,32] for multi-scale Hamiltonian
systems, see [17] for generalized Hamiltonian systems, which is defined on Poisson
manifold (Rl × Tn × R2m, ω2) with structure matrix

I(y) =


O B O1

−B⊤ C O2

O3 O4 J

 ,

where O,O1, O2, O3, O4 are zero matrices, C⊤ = −C, J is the standard symplectic
matrix.

In this paper, we investigate the persistence of lower dimensional tori for gen-
eralized Hamiltonian systems with two-scales. It was Arnold in [2] proved that
Hamiltonian system with two-scales admits full dimensional invariant tori under a
degeneracy-removing condition. Similar results for multi-scale Hamiltonian systems
have also been obtained in [11,26,29,32,36].

Consider the Poisson manifold (G× Tn × Rd, ω2), where G ⊂ Rl is a bounded,
connected and closed region, Tn is the standard n-torus, l, n, d are given positive
integers. The structure matrix

I = (Aij) : G× Tn × Rd → Rl+n+d

associated with 2-form ω2 is a real analytic, anti-symmetric, matrix valued function
and satisfies the following two conditions:

(i) rank I > 0,

(ii) Jacobi identity

l+n+2d∑
m=1

(Aim
∂Ajk

∂wm
+Ajm

∂Aki

∂wm
+Akm

∂Aij

∂wm
) = 0, (1.1)

for all w = (y, x, z) ∈ G× Tn × Rd, i, j, k = 1, 2, · · · , l + n+ d.

The 2-form ω2 is required to be invariant relative to Tn. Hence its coefficients
structure matrix I is independent of x ∈ Tn, i.e. I = I(y, z), y ∈ G, z ∈ Rd.

On the Poisson manifold (G×Tn ×Rd, ω2), we consider the generalized Hamil-
tonian

H(y, x, z, ξ) = e(ξ) + ⟨ωε(ξ), y⟩+
1

2
ε⟨M(ξ)z, z⟩+ ε2P (y, x, z, ξ, ε), (1.2)

where (y, x, z) ∈ G × Tn × Rd, ξ ∈ G, ωε(ξ) = (ω0(ξ)⊤, εω1(ξ)⊤)⊤, ω0(ξ) ∈ Rm,
ω1(ξ) ∈ Rl−m, m < l, M(ξ) is a symmetric matrix valued function, P is a real
analytic function.
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Then the equation of motion of (1.2) associated to the 2-form ω2 reads
ẏ

ẋ

ż

 = I(y, z)∇H. (1.3)

We further require that the unperturbed system associated to (1.2) is completely
integrable, i.e., y = (y1, · · · , yl)⊤ ∈ G need to satisfy the involution conditions:

{yi, yj} = 0, i, j = 1, 2, · · · , l.

Hence the structure matrix I must have the form

I =


O B O1

−B⊤ C D

O2 −D⊤ E

 , (1.4)

where O = Ol,l, O1 = Ol,d, and O2 = Od,l are zero matrices, B = Bl,n, C = Cn,n

with C⊤ = −C, D = Dn,d, E = Ed,d with E⊤ = −E.
Consider the integrable part of (1.2):

N := e(ξ) + ⟨ωε(ξ), y⟩+
1

2
ε⟨M(ξ)z, z⟩.

Then, the associated Hamiltonian system reads
ẏ = 0

ẋ = −B⊤∂yN +D∂zN

ż = E∂zN.

(1.5)

Obviously the system (1.5) admits n-dimensional invariant tori Tn
ξ ={(0, x, 0) : x∈

Tn} carrying quasi-periodic linear flow {x0+ω(ξ)t}, where ω(ξ)=−B⊤(0, 0)∂yN(0, 0)
= −B⊤(0, 0)ωε(ξ).

Like the case for a standard nearly integrable Hamiltonian system, the problem
of the persistence of lower dimensional, quasi-periodic, invariant tori of (1.2) then
concerns the persistence of the majority of these n-tori {Tn

ξ } as ε → 0.
Denote ω(ξ) =: (Ω0(ξ)⊤, εΩ1(ξ)⊤)⊤, where Ω0(ξ) ∈ Rn0 , Ω1(ξ) ∈ Rn−n0 with

0 ≤ n0 ≤ n.
We can now state our conditions:

(A0) Rank {∂iΩ
∂ξi : i ∈ Zn

+, |i| ≤ n− 1} = n, Ω = (Ω0(ξ)⊤,Ω1(ξ)⊤)⊤.

(A1) The set {ξ ∈ G :
√
−1⟨k,Ω1(ξ)⟩ − λp(ξ) − λq(ξ) ̸= 0, for all k ∈ Zn−m \

{0}, 1 ≤ p, q ≤ d} admits full Lebesgue measure relative to G , where
λ1(ξ), · · · , λd(ξ) are the eigenvalues of M(ξ)E(ξ, 0).

Our main result is the following:
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Theorem 1.1. Consider the Hamiltonian (1.2) and assume (A0)-(A1).
Then there is an ε0 > 0 such that when 0 < ε < ε0, there exists a Cantor set

Gε ⊂ G with |G \Gε| → 0, as ε → 0, such that for any ξ ∈ Gε the unperturbed tori
{Tn

ξ } persist and give rise to a Whitney smooth family of quasi-periodic, invariant
n-tori with slightly deformed Diophantine frequencies.

Remark 1.1. For simplicity, the generalized Hamiltonian system with only two-
scales has been considered in Theorem 1.1. For more general case, multi-scale
generalized Hamiltonian systems will be studied in our forthcoming paper.

The proof of our theorem uses KAM procedure. It should be emphasized that for
the generalized Hamiltonian (1.2), not only does the y, z dependence of a structure
matrix need to be taken into consideration in all KAM steps, but also the degeneracy
of the structure matrix. So, a correction term will be introduced to modify the
iterative scheme typically used in standard KAM theory, see subsection 2.2 for
details.

The paper is organized in the following way. In Section 2, we give the detailed
construction and estimates for one cycle of KAM steps, and by finite-times KAM
steps we get a new normal form. In Section 3, using the new normal form mentioned
in Section 2 and scale transformation, we complete the proof of Theorem 1.1.

Throughout the paper, unless specified explanation, we shall use the same sym-
bol | · | to denote an equivalent vector norm and its induced matrix norm, absolute
value of functions, and measure of sets, etc., and denote by | · |D the sup-norm
of functions on a domain D. Also, for any two column vectors η, ζ of the same
dimension, ⟨η, ζ⟩ always means η⊤ζ, i.e. the transpose of η times ζ.

2. KAM Step
In this section, we will show the detailed construction and estimates for one cycle
of KAM steps, which is essential to study the KAM theory, see [11,15,16,26,31,32].

Denote 0 < δ < 1
12 . Let 0 < N < (d2 − 1)(τ + 1) be a positive integer and

b = d2(N + 1). We first define the following 0-th KAM step parameters:

r0 = r, γ0 = ε
δ
b , s0 = ε

1−3δ
2 , µ0 = ε2δ,

e0 = e(ξ), ω0 = ωε(ξ), M0 = M(ξ), G0 = G, (2.1)
D(s0, r0) := {(y, x, z) : |y| < s20, |z| < s0, |Imx| < r0}.

Therefore, we have that

H0 =: H(y, x, z, ξ) = N0 + εP0,

N0 =: N0(y, z, ξ) = e0 + ⟨ω0(ξ, ε), y⟩+
1

2
ε⟨M0(ξ)z, z⟩,

P0 =: εP (y, x, z, ξ, ε) = εP,

and
| ∂l

ξP0 |D(s0,r0)×G0
≤ γb

0s
2
0µ0, |l| ≤ N.

We now define the ν-th KAM step parameters:

rν =
rν−1

2
+

r0
4
, sν =

1

8
s
1+ 1

3
ν−1 , µν = µν−1s

δ
ν−1, Gν ⊂ G.
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Suppose that at the ν-th KAM step, we have arrived at the following Hamilto-
nian:

Hν = Nν + εPν , (2.2)

defined on D(sν , rν) and

|∂l
ξPν |D(sν ,rν)×Gν

≤ γb
0s

2
νµν , |l| ≤ N.

For simplicity, we will omit the index for all quantities of the ν-th KAM step and
use + to index all quantities in the (ν+1)-th KAM step. To simplify the notations,
we will not specify the dependence of P , P+ etc.

In the following, we will construct a generalized canonical transformation Φ+

(preserving the 2-form ω2 invariant), which, on a smaller phase domain D+ and
a smaller parameter domain G+, transforms (2.2) into the Hamiltonian with the
following form

H+ = H ◦ Φ+ = N+ + εP+,

enjoying the similar properties to (2.2) but with a much smaller perturbation P+.
All the constants c1 − c5 below are positive and independent of the iteration

process, and we will also use c to denote any intermediate positive constant which
is independent of the iteration process. Define

r+ =
r

2
+

r0
4
,

s+ =
1

8
αs, α = µ2ρ = s

1
3 ,

µ+ = c0µs
δ, c0 = max{1, c1, c2, · · · , c5},

K+ = ([log
1

s
] + 1)3,

D(s) = {(y, z) : |y| < s2, |z| < s},

D̂ = D(s, r+ +
7

8
(r − r+)),

Di = D(
i

8
αs, r+ +

i− 1

8
(r − r+)), i = 1, 2, · · · , 8,

D+ = D 1
8α

= D(s+, r+),

Γ(r − r+) =
∑

0<|k|≤K+

|k|N+(N+1)4d2τe−|k| r−r+
8 .

2.1. Truncation
Consider the Taylor-Fourier series of P :

P =
∑

k∈Zn, ı,ȷ∈Zn
+

pkıȷy
ızȷe

√
−1⟨k,x⟩,

and let R be the truncation of P of the form

R =
∑

|k|≤K+, 2|ı|+|ȷ|≤2

pkıȷy
ızȷe

√
−1⟨k,x⟩

=
∑

|k|≤K+

(pk00 + ⟨pk10, y⟩+ ⟨pk01, z⟩+ ⟨z, pk02z⟩)e
√
−1⟨k,x⟩. (2.3)
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Lemma 2.1. Assume that

(H1) :

∫ ∞

K+

tne−t
r−r+

16 dt ≤ s.

Then there is a constant c1 such that for all ξ ∈ G, |l| ≤ N ,

|∂l
ξ(P −R)|D7×G ≤ c1γ

b
0s

3µ, (2.4)
|∂l

ξR|D7×G ≤ c1γ
b
0s

2µ. (2.5)

Proof. Denote
P −R = I + II,

where

I =
∑

|k|>K+, ı,ȷ∈Zn
+

pkıȷy
ızȷe

√
−1⟨k,x⟩, II =

∑
|k|≤K+, 2|ı|+|ȷ|>2

pkıȷy
ızȷe

√
−1⟨k,x⟩.

By a similar argument to [10,32], we have for any |l| ≤ N

|∂l
ξI|D̂(s)×G ≤ cγb

0s
3µ,

and
|∂l

ξII|D7×G ≤ c

s3
|
∫
(P − I)D̂(s)dydz|D7×G ≤ cγb

0s
3µ,

where
∫

is the obvious anti-derivative of ∂(p,q)
(y,z) with 2|p|+ |q| = 3. Therefore,

|∂l
ξ(P −R)|D7×G ≤ cγb

0s
3µ

and
|∂l

ξR|D7×G ≤ cγb
0s

2µ.

2.2. The modified homological equation
In the following, we will find a generalized Hamiltonian F such that, under the
transformation of the time-1 map ϕ1

F of the flow generated by F , we can eliminate
all resonant terms in R:

pkıȷy
ızȷe

√
−1⟨k,x⟩, 0 < |k| ≤ K+, 2|ı|+ |ȷ| ≤ 2.

We first construct a generalized Hamiltonian F of the form

F =
∑

0<|k|≤K+, 2|ı|+|ȷ|≤2

Fkıȷy
ızȷe

√
−1⟨k,x⟩ + ⟨F001, z⟩, (2.6)

which satisfies the equation

{N,F}+ ε(R− [R] + ⟨p001, z⟩)−Q = 0, (2.7)

where [R] = 1
(2π)n

∫
Tn R(y, x, z)dx is the average of the truncation R, and the cor-

rection term

Q =
∑

0<|k|≤K+, 2|ı|+|ȷ|≤2

√
−1⟨k, ω(ξ)(B⊤(y, z)−B⊤(0, 0))⟩Fkıȷy

ızȷe
√
−1⟨k,x⟩
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+
∑

0<|k|≤K+, 2|ı|+|ȷ|≤2

√
−1⟨z, εM(ξ)(D⊤(y, z)−D⊤(0, 0))k⟩Fkıȷy

ızȷe
√
−1⟨k,x⟩

+
∑

0<|k|≤K+

⟨z, εM(ξ)(E⊤(y, z)− E⊤(0, 0))(Fk01 + Fk02z + F⊤
k02z)⟩e

√
−1⟨k,x⟩

+
∑

0<|k|≤K+

√
−1⟨z, εM(ξ)D⊤(0, 0)k(F⊤

k01y + z⊤Fk02z)⟩e
√
−1⟨k,x⟩

+ ⟨z, εM(ξ)(E(y, z)− E(0, 0)F001)⟩. (2.8)

Substituting (2.3), (2.6) and (2.8) into (2.7) and comparing the coefficients, we then
obtain the following equations for all 0 < |k| ≤ K+,

√
−1⟨k, (−B⊤(0, 0)ω(ξ))⟩Fk00 = εpk00, (2.9)

√
−1⟨k, (−B⊤(0, 0)ω(ξ))⟩Fk10 = εpk10, (2.10)
√
−1⟨k, (−B⊤(0, 0)ω(ξ))⟩Fk01 − εM(ξ)E(0, 0)Fk01

= εpk01 −
√
−1εM(ξ)D⊤(0, 0)kFk00, (2.11)

√
−1⟨k, (−B⊤(ξ, 0)ω(ξ))⟩Fk02 − εM(ξ)E(0, 0)Fk02 − Fk02εM(ξ)E(0, 0)

= εpk02 −
√
−1εM(ξ)D⊤(0, 0)kF⊤

k01, (2.12)
εM(ξ)E(0, 0)F001 = εp001. (2.13)

Denote

Lk0 =
1

ε
(
√
−1⟨k, (−B⊤(0, 0)ω(ξ))⟩),

Lk1 =
1

ε
(
√
−1⟨k, (−B⊤(0, 0)ω(ξ))⟩Id − εM(ξ)E(0, 0)),

Lk2 =
1

ε
(
√
−1⟨k, (−B⊤(0, 0)ω(ξ))⟩Id2 − εM(ξ)E(0, 0)⊗ Id − Id ⊗ εM(ξ)E(0, 0)),

where ⊗ stands for the tensor product of matrices and Id is a d order identity
matrix. Then (2.9)-(2.12) become

Lk0Fk00 = pk00, (2.14)
Lk0Fk10 = pk10, (2.15)
Lk1Fk01 = pk01 −

√
−1M(ξ)D⊤(0, 0)kFk00, (2.16)

Lk2Fk02 = pk02 −
√
−1M(ξ)D⊤(0, 0)kF⊤

k01, (2.17)

which are clearly solvable as long as all Lk0, Lk1, Lk2 are invertible.
Consider the set

G+ = {ξ ∈ G : |L0
k0| >

γ0
|k|τ

, |detL0
k1| >

γd
0

|k|dτ
, |detL0

k2| >
γd2

0

|k|d2τ
,∀0 < |k| ≤ K+},

(2.18)

where

L0
k0 =

1

ε

√
−1⟨k, (−B⊤(0, 0)ω0(ξ))⟩,

L0
k1 =

1

ε
(
√
−1⟨k, (−B⊤(0, 0)ω0(ξ))⟩Id − εM0(ξ)E(0, 0)),
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L0
k2 =

1

ε
(
√
−1⟨k, (−B⊤(0, 0)ω0(ξ))⟩Id2−εM0(ξ)E(0, 0)⊗ Id−Id ⊗ εM0(ξ)E(0, 0)).

Then, we can solve equations (2.9)-(2.13) on G+. The details can be seen in the
following lemma:

Lemma 2.2. Assume that

(H2) : max{s 1
3 , ε}Kd2(τ+1)

+ = o(γ0),

(H3) : |∂l
ξ(M(ξ)−M0(ξ))|G = O(µ

1
2
0 ), |∂l

ξ(ω(ξ)− ω0(ξ))|G = O(ε),∀|l| ≤ N.

Then the equations (2.9)-(2.13) can be uniquely solved on D̂(s) × G+ to obtain F
which satisfy the following equality:

|F |, |Fx|, s2|Fy|, s|Fz| ≤ c2s
2µΓ(r − r+), (2.19)

and

|∂l
ξ∂

ℓ
x∂

i
y∂

j
zF | ≤ c2µΓ(r − r+), (2.20)

where |l| ≤ N , 2|i|+ |j| ≤ 2, c2 is a constant.

Proof. For any 0 < |k| ≤ K+, denote

L =
1

ε
(
√
−1⟨k,−B⊤(0, 0)(ω − ω0)⟩Id − ε(M(ξ)−M0(ξ))E(0, 0)).

It follows from (H3) that L is bounded from the above by a constant. Notice that

Lk1 = L0
k1 + εL,

we have by (H2) that

|detLk1|G+
≥ | detL0

k1| −O(ε)Kd
+ ≥ γd

0

2|k|dτ
, (2.21)

and

|L−1
k1 |G+

= |(L0
k1 + εL)−1| ≤ c

|(L0
k1)

−1|
1− |(L0

k1)
−1||εL|

≤ c
|k|dτ+d−1

γd
0

. (2.22)

Similarly,

|Lk0|G+ ≥ γ0
2|k|τ

, |L−1
k2 |G+ ≤ c

|k|τ

γ0
, (2.23)

|detLk2|G+
≥ γd2

0

2|k|d2τ
, |L−1

k2 |G+
≤ c

|k|d2τ+d2−1

γd2

0

. (2.24)

Using (2.21), (2.23), (2.22), and (2.24) and applying the identity

∂l
ξL

−1
kq = −

|j|∑
|j′|=1

 j

j′

 (∂j−j′

ξ L−1
kq ∂

j′

ξ Lkq)L
−1
kq
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inductively, it is easy to see that

|∂l
ξL

−1
kq | ≤ c

|k||l|+(|l|+1)(d)qτ

γ
(d)q(|l|+1)
0

, |l| ≤ N, q = 0, 1, 2. (2.25)

By Cauchy’s estimate, we also have

|∂l
ξpkıȷ|G ≤ |∂l

ξP |D(s,r)×Gs
−(2ı+ȷ)e−|k|r ≤ cγb

0s
2−(2ı+ȷ)µe−|k|r. (2.26)

Notice by (2.9)-(2.10) that

Fkı0 = L−1
k0 pkı0, ı = 0, 1,

then by (2.25)

|∂l
ξFkı0| ≤ c

|k||l|+τ

γ
|l|+1
0

γb
0s

2−(2ı)µe−|k|r, ı = 0, 1. (2.27)

Recall from (2.16) that

Fk01 = L−1
k1 (pk01 −

√
−1M(ξ)D⊤(0, 0)kFk00).

Note by (H2) that

|∂l
ξ(M(ξ)D⊤(0, 0)kFk00)|G+

≤ c
K

|l|+τ+1
+

γ
|l|+1
0

γb
0s

2µe−|k|r ≤ cγb
0sµe

−|k|r. (2.28)

This together with (2.25) yields

|∂l
ξFk01|G+

≤ c
|k||l|+(|l|+1)dτ

γ
(d)(|l|+1)
0

γb
0sµe

−|k|r. (2.29)

By a similar argument, we can prove

|∂l
ξFk02|G+ ≤ c

|k||l|+(|l|+1)d2τ

γ
(d2)(|l|+1)
0

γb
0µe

−|k|r. (2.30)

It follows from (2.26), (2.27), (2.29), and (2.30) that

|∂l
ξF001|G+ ≤ csµ, (2.31)

|∂l
ξFkıȷ|G+

≤ c
|k||l|+(|l|+1)d2τ

γ
(d2)(|l|+1)
0

γb
0s

2−(2ı+ȷ)µe−|k|r, 0 < |k| < K+. (2.32)

Thus

|∂l
ξ∂

ℓ
x∂

i
y∂

j
zF |D̂(s)×G+

≤ c
∑

0<|k|≤K+

|k||ℓ|(∂l
ξFk00 + ∂l

ξFk10s
2−2i + ∂l

ξFk01s
1−j (2.33)

+ ∂l
ξFk02s

2−j)e|k|(r++ 7
8 (r−r+)) + ∂l

ξ∂
ℓ
x∂

i
y∂

j
z⟨F001, z⟩

≤ c(s2 + s2−2|i| + s2−|j|)µ (2.34)
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0<|k|≤K+

|k||ℓ|+|l|+(|l|+1)d2τe−|k| r−r+
8

≤ cµΓ(r − r+),

which implies (2.19) and (2.20).
Let Φ+ = ϕ1

F be the time-1 map of the equation of motion associated to F , i.e.,
ẏ

ẋ

ż

 = I(y, z)∇F (y, x, z). (2.35)

Then Φ+ is a canonical transformation, and

H ◦ Φ+ = H ◦ ϕ1
F = (N + εR) ◦ ϕ1

F + ε(P −R) ◦ ϕ1
F

= (N + εR) + {N,F}+
∫ 1

0

{(1− t){N,F}+ εR, F} ◦ ϕt
F dt

+ ε(P −R) ◦ ϕ1
F

= N + ε([R]− ⟨p001, z⟩) + ε

∫ 1

0

{Rt, F} ◦ ϕt
F dt+ ε(P −R) ◦ ϕ1

F +Q

=: N+ + εP+,

and

N+ = N + ε([R]− ⟨p001, z⟩), (2.36)

P+ =

∫ 1

0

{Rt, F} ◦ ϕt
F dt+ (P −R) ◦ ϕ1

F +
1

ε
Q, (2.37)

Rt =
1

ε
(1− t){N,F}+R.

It should be pointed that it is due to the Jacobi identity (1.1) that the structure
matrix I(y, z) is kept unchanged at each KAM step.

2.3. Estimates of the new Hamiltonian
Now, we give the estimate of N+.

Lemma 2.3. There is a constant c3 such that for all |l| ≤ N :

|∂l
ξ(e+ − e)|G+

≤ c3εγ
b
0s

2µ, (2.38)
|∂l

ξ(ω+ − ω)|G+
≤ c3εγ

b
0µ, (2.39)

|∂l
ξ(M+ −M)|G+

≤ c3γ
b
0µ. (2.40)

Proof. The lemma follows easily from (2.26) and (2.36).
Next, we estimate Φ+.

Lemma 2.4. Assume that

(H4) : cµΓ(r − r+) <
1

8
(r − r+),
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(H5) : cs2µΓ(r − r+) < s2+.

Then the followings hold.

(1) Let ϕt
F be the flow generated by equation (2.35). Then

ϕt
F : D3 → D4, for all 0 ≤ t ≤ 1.

(2) Let Φ+ = ϕ1
F . Then for each ξ ∈ G+,

Φ+ : D+ → D(s, r).

(3) There is a constant c4 such that

|∂l
ξ(ϕ

t
F − id)|D+×G+

≤ c4µΓ(r − r+), ∀t ∈ [0, 1], |l| ≤ N, (2.41)
|∂l

ξ∂
ℓ
x∂

i
y∂

j
z(Φ+ − id)|D+×G+ ≤ c4µΓ(r − r+), ∀|l| ≤ N, |ℓ|, |i|, |j| = 0, 1.

(2.42)

Proof. Let XF be the vector field on the right-hand side of (2.35). Then

ϕt
F = id+

∫ t

0

XF ◦ ϕλ
F dλ := (ϕt

F1, ϕ
t
F2, ϕ

t
F3)

⊤, 0 ≤ t ≤ 1. (2.43)

For any (y, x, z) ∈ D3, we let t∗ = sup{t ∈ [0, 1] : ϕt
F (x, y, z) ∈ D4}. It follows from

(H4), (H5) and Lemma 2.2 that

|ϕt
F2
(y, x, z)|D3

≤ |y|+
∫ t

0

|B(ϕλ
F1, ϕ

λ
F3)Fx ◦ ϕλ

F |D3
dλ

≤ (3s+)
2 + cs2µΓ(r − r+)

< (4s+)
2,

|ϕt
F2
(y, x)|D3

≤ |x|+
∫ t

0

| −B⊤(ϕλ
F1, ϕ

λ
F3)Fy ◦ ϕλ

F + C(ϕλ
F1, ϕ

λ
F3)Fx ◦ ϕλ

F

+D(ϕλ
F1, ϕ

λ
F3)Fz ◦ ϕλ

F |D3dλ

≤ r+ +
2

8
(r − r+) + cµΓ(r − r+) + cs2µΓ(r − r+) + csµΓ(r − r+)

< r+ +
2

8
(r − r+) + cµΓ(r − r+)

< r+ +
3

8
(r − r+),

|ϕt
F3
(x, y)|D3 ≤ |z|+

∫ t

0

| −D⊤(ϕλ
F1, ϕ

λ
F3)Fx ◦ ϕλ

F + E(ϕλ
F1, ϕ

λ
F3)Fz ◦ ϕλ

F |D3dλ

≤ 3s+ + c4s
2µΓ(r − r+) + c4sµΓ(r − r+)

≤ 3s+ +
s2+
s

< 4s+.

Thus, ϕt
F ∈ D4, i.e. t∗ = 1 and (1) holds.

(2) follows from (1).
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(3) Using Lemma 2.2 and the argument above, we immediately have

|ϕt
F − id| ≤ cµΓ(r − r+).

By Lemma 2.2 and the Gronwall Inequality to the identity

∇ϕt
F = Id+

∫ t

0

(∇(I∇F ))∇ϕλ
F dλ

= Id+

∫ t

0

(∇I · ∇F ) ◦ ϕλ
F · ∇ϕλ

F + (I∇2F ) ◦ ϕλ
F · ∇ϕλ

F dλ,

we have

|∇ϕt
F − Id| ≤

∫ t

0

(|∇I||∇F |+ |I||∇2F |)|∇ϕλ
F − Id|dλ+ (|∇I||∇F |+ |I||∇2F |)

≤ cµΓ(r − r+).

For the new perturbation P+ , we have the following estimate.

Lemma 2.5. Let ∆ := s3µ2Γ2(r − r+) + γb
0s

3µ + s3µΓ(r − r+). Then there is a
constant c5 such that for all |l| ≤ N , |∂l

ξP+| ≤ c5∆. Moreover, if

(H6) : c5∆ ≤ γb
0s

2
+µ+,

then

|∂l
ξP+|D+×G+

≤ γb
0s

2
+µ+, |l| ≤ N. (2.44)

Proof. Recall the definition of Q as in (2.8), then

|∂l
ξ(
1

ε
Q)|D+×G+

≤ αs3µΓ(r − r+) +K+αs
3µΓ(r − r+) + αs4µΓ(r − r+)

+ αs3µΓ(r − r+) + αK+s
3µΓ(r − r+) + αs3µ

≤ cs3µΓ(r − r+).

Let
W =

∫ 1

0

{Rt, F} ◦ ϕt
F dt.

By a similar argument to [15], we have

|∂l
ξW |D+×G+ ≤ cs3µ2Γ2(r − r+).

Recall that
P+ = W + (P −R) ◦ ϕ1

F +
1

ε
Q.

The above estimates together with Lemma 2.1 imply that

|∂l
ξP+|D+×G+

≤ cs3µ2Γ2(r − r+) + γb
0s

3µ+ s3µΓ(r − r+) = c∆.
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2.4. Finite-times KAM steps
Following the standard KAM theory, what we should do is to proceed KAM steps.
To this end, we shall find a family of iteration sequences, rν , sν , αν , µν , Kν , Φν ,
Dν , such that all assumptions (H1)-(H6) hold. Particularly, let

rν = r0(
1

2
+

1

2ν+1
),

sν =
1

8
αν−1sν−1,

αν = s2ρν = s
1
3
ν ,

µν = c0µν−1s
δ
ν−1,

Kν = ([log(
1

sν−1
)] + 1)3,

Dν = D(sν , rν),

Gν = {ξ ∈ Gν−1 : |L0
k0| >

γ0
|k|τ

, |detL0
k1| >

γd
0

|k|dτ
, |detL0

k2| >
γd2

0

|k|d2τ
,

∀0 < |k| ≤ Kν}.

Note that
rν−1 − rν =

r0
2ν+1

,

and

sν = (
1

8
)3((1+

1
3 )

ν−1)s
(1+ 1

3 )
ν

0 . (2.45)

Similar to [11, 26, 32], hypotheses (H1), (H2), (H4) and (H5) hold for all ν and
sufficiently small ε besides the part of hypotheses (H2), i.e.,

εK
d2(τ+1)
+ = o(γ0), (2.46)

which will only holds if the number of the iterations is finite. Indeed, if we take

ν∗ = [
log(2l(N + 6) + 1)− log(1− 3δ)

log( 43 )
] + 1,

then it is easy to see that (2.46) holds as ε ≪ 1 for all ν = 1, 2, · · · , ν∗.
It follows from (2.39) and (2.40) in Lemma 2.3 that

|∂l
ξ(ων − ω0)| ≤ cε(µν−1 + µν−2 + · · ·+ µ0) = O(ε),

|∂l
ξ(Mν −M0)| ≤ c(µν−1 + µν−2 + · · ·+ µ0) = O(µ

1
2
0 ),

which implies (H3).
We now prove (H6). Recall the definition of ∆, we have

|∆|≤cγb
0s

2(1+ 1
3 )µsδ(s

1
3−δε−δµΓ2(r−r+)+s

1
3−δ+s

1
3−δε−δΓ(r−r+))≤γb

0s
2
+µ+.

Let

r∗ = rν∗ , s∗ = µν∗ , γ∗ = εl, µ∗ = ε
1+δ
2 , G∗ = Gν∗ ,
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H∗ = Hν∗ , N∗ = Nν∗ , P∗ = εPν∗ , Ψ∗ = Φ1 ◦ Φ2 ◦ · · · ◦ Φν∗ .

Hence after ν∗ times KAM steps, the Hamiltonian can be written as follows:

H∗ = H0 ◦Ψ∗ = N∗(y, z, ξ) + P∗(y, x, z, ε), (2.47)

N∗(y, z, ξ) = eν∗ + ⟨ων∗(ξ, ε), y⟩+
1

2
ε⟨Mν∗(ξ)z, z⟩+ g(y, z, ε). (2.48)

By (2.45), we can choose ε ≪ 1 independent of ν such that

s2ν < ε(1−3δ)(1+ 1
3 )

ν

, ν = 1, 2, · · · , ν∗.

It follows that
s2ν∗

≤ ε2l(N+6)+1 = εγ
2(N+6)
∗ ,

and hence
|P∗|D(s∗,r∗) ≤ εγb

0s
2
ν∗
µν∗ ≤ εγ

2(N+6)
∗ s∗µ

2
∗.

2.5. Measure estimates
We now estimate the excluded measure of G0 after ν∗-th iteration. The first lemma
shows the connection between the condition (A1) with the small divisor condition
involved in (2.18) for ν = 0. The second lemma deals with measure estimates.
For simplicity, we denote Ω0(ξ) =: −B⊤(0, 0)ω0(ξ) =: (Ω0

0(ξ)
⊤, εΩ1

0(ξ)
⊤)⊤, where

Ω0
0 ∈ Rn0 , Ω1

0 ∈ Rn−n0 , 0 ≤ n0 ≤ n.

Lemma 2.6. For all k ∈ Zn

detL0
k1 =

d∏
p=1

1

ε
(
√
−1⟨k,Ω0(ξ)⟩ − ελp(ξ)),

detL0
k2 =

d∏
p,q=1

1

ε
(
√
−1⟨k,Ω0(ξ)⟩ − ελp(ξ)− ελq(ξ)).

Proof. Let J be the Jordan canonical form of M0(ξ)E(0, 0) and let T be the
non-singular matrix such that T−1M0(ξ)E(0, 0)T = J . Then

detL0
k1 =det

1

ε
(
√
−1⟨k,Ω0(ξ))⟩Id−εM0(ξ)E(0, 0))=det

1

ε
(
√
−1⟨k,Ω0(ξ))⟩Id−εJ )

=

d∏
p=1

1

ε
(
√
−1⟨k,Ω0(ξ)⟩ − ελp(ξ)).

Since

T−1 ⊗ T−1(M0E ⊗ Id + Id ⊗M0E)(T ⊗ T ) = J ⊗ Id + Id ⊗ J ,

it follows that

detL0
k2 = det

1

ε
(
√
−1⟨k,Ω0(ξ)⟩Id2 − εM0(ξ)E(0, 0)⊗ Id − Id ⊗ εM0(ξ)E(0, 0))

= det
1

ε
(
√
−1⟨k,Ω0(ξ)⟩Id2 − εJ ⊗ Id − εId ⊗ J )
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=

d∏
p,q=1

1

ε
(
√
−1⟨k,Ω0(ξ)⟩ − ελp(ξ)− ελq(ξ)).

Lemma 2.7. |G0 \G∗| → 0 as ε → 0.

Proof. Recall that

G∗ = Gν∗ ={ξ ∈ G0 : |L0
k0| >

γ0
|k|τ

, |detL0
k1| >

γd
0

|k|dτ
, |detL0

k2| >
γd2

0

|k|d2τ
,

∀0 < |k| ≤ Kν∗}.

Consider the set G∗∗ = G1 ∩G2 ∩G3, where

G1 = {ξ ∈ G0 : |⟨k,Ω(ξ)⟩| > 2γ0
|k|τ

,Ω(ξ) = (Ω0
0(ξ)

⊤,Ω1
0(ξ)

⊤)⊤, k ∈ Zn,

∀0 < |k| ≤ Kν∗},

G2 = {ξ ∈ G0 : |
√
−1⟨k1,Ω1

0(ξ)⟩ − λp(ξ)| >
2γ0
|k|τ

, k1 ∈ Zn−n0 ,∀0 < |k1| ≤ Kν∗ ,

0 < p ≤ d},

G3 = {ξ ∈ G0 : |
√
−1⟨k1,Ω1

0(ξ)⟩ − λp(ξ)− λq(ξ)| >
2γ0
|k|τ

, k1 ∈ Zn−n0 ,

∀0 < |k1| ≤ Kν∗ , 0 < p, q ≤ d}.

Let ξ ∈ G∗∗. For given k = (k0, k1)⊤ with 0 < |k| ≤ Kν∗ , let ki, for i = 0, 1, be
the first nonzero components of k. Since ξ ∈ G1 and (H2), we have

|L0
k0| =

1

ε
|⟨k0,Ω0

0(ξ)⟩+ ⟨k1, εΩ1
0(ξ)⟩| >

1

2ε
|⟨ki, εiΩi

0(ξ)⟩| >
1

2ε1−i

2γ0
|k|τ

>
γ0
|k|τ

.

We first consider a typical term lk1 := 1
ε (
√
−1⟨k0,Ω0

0⟩ +
√
−1⟨k1, εΩ1

0⟩ − ελp) of
Lk1. There are the following two cases:

(i) |k0| ̸= 0. It follows from ξ ∈ G1 and (H2) that

|lk1| ≥
1

ε
|(
√
−1⟨k0,Ω0

0⟩+
√
−1⟨k1, εΩ1

0⟩ − ελp)| >
1

2ε

2γ0
|k|τ

>
γ0
|k|τ

.

(ii) |k0| = 0, |k1| ̸= 0. It follows from ξ ∈ G2 and (H2) that

|lk1| ≥
1

ε
|(
√
−1⟨k1, εΩ1

0⟩ − ελp)| >
2γ0
|k|τ

>
γ0
|k|τ

.

Then we have
|detL0

k1| >
γd
0

|k|dτ
.

By a similar argument, we also conclude that

|detL0
k2| >

γd2

0

|k|d2τ
.
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Above all, it implies that G∗∗ ⊂ G∗. We note that (A0) implies that |G0\G1| →
0 as ε → 0. As a similar argument in [16], we have

{ξ ∈ G0 :
√
−1⟨k1,Ω1

0⟩ − λp − λq ̸= 0, k1 ∈ Zl−m}
⊂{ξ ∈ G0 :

√
−1⟨k1,Ω1

0⟩ − λp ̸= 0, k1 ∈ Zl−m}.

Then, it follows from (A1) that |G0 \G3| → 0 as ε → 0. Consequently,

|G0 \G∗| → 0

as ε → 0.

3. Proof of Main Result
In this section, we will perform infinite steps of standard KAM iterations to the
normal form (2.47) to prove the main theorem.

Consider the rescaling

y → εγN+6
∗ µ∗y, z → εγN+6

∗ µ∗z, H∗ → H∗

εγN+6
∗ µ∗

,

then the Hamiltonian reads

H0 :=
H∗

εγN+6
∗ µ∗

= e0 + ⟨ω0, y⟩+
1

2
⟨z,M0z⟩+ P0

defined on D(s0, r0) × G0, where r0 =: r∗, s0 =: s∗, µ0 = µ∗, G0 =: G∗, e0 =:
e∗

εγN+6
∗ µ∗

, ω0 =: ω∗, M0 = ε2γN+6
∗ µ∗M∗, and

P0 =:
P∗

εγN+6
∗ µ∗

with
|∂l

ξP0|D(r0,s0)×G0
≤ γN+6

0 s0µ0, |l| ≤ N.

Let r0, s0, γ0, µ0,H0, N0, P0 be given at the beginning of this section and let
D0 = D(s0, r0), K0 = 0, Φ0 = id. We define the following sequence inductively for
all ν = 1, 2, · · · .

rν = r0(
1

2
+

1

2ν+1
),

βν = β0(
1

2
+

1

2ν+1
), β0 = s0,

sν =
1

8
αν−1sν−1,

αν = µ2ρ
ν = µ

1
3
ν ,

µν = cµ1+ρ
ν−1,

Dν = D(sν , rν),

D̃ν = D(βν , rν +
6

8
(rν−1 − rν)),
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Kν = ([log(
1

µν−1
)] + 1)3,

Lν−1
k1 =

√
−1⟨k, ων−1⟩Id −Mν−1E, 0 < |k| ≤ Kν ,

Lν−1
k2 =

√
−1⟨k, ων−1⟩Id2 −Mν−1E ⊗ Id − Id ⊗Mν−1E, 0 < |k| ≤ Kν ,

Gν = {ξ ∈ Gν−1 : |⟨k, ων−1⟩| >
γν−1

|k|τ
, |detLν−1

k1 | >
γd
ν−1

|k|dτ
, |detLν−1

k2 | >
γd2

ν−1

|k|d2τ
,

∀0 < |k| ≤ Kν}.

The following iteration lemma is a special case contained in [10,32].

Lemma 3.1. Let ε be sufficiently small. Then the following hold for all ν = 1, 2, · · · .

(1) There is a symplectic, real analytic, near identity transformation

Φν = ϕ1
F : D̃ν → D̃ν−1, ∀ξ ∈ Gν ,

such that

Hν = Hν−1 ◦ Φν = eν + ⟨ων , y⟩+
1

2
⟨z,Mνz⟩+ Pν ,

where

Gν = {ξ ∈ Gν−1 : |⟨k, ων−1⟩| >
γν−1

|k|τ
, |detLν−1

k1 | >
γd
ν−1

|k|dτ
,

|detLν−1
k2 | >

γd2

ν−1

|k|d2τ
,∀0 < |k| ≤ Kν}, (3.1)

|∂l
ξ(ων − ω0)|Gν

≤ γN+6
0 µ

1
4
0 , (3.2)

|∂l
ξ(Mν −M0)|Gν ≤ γN+6

0 µ
1
4
0 , (3.3)

|∂l
ξPν |Dν×Gν < γN+6

0 sνµν . (3.4)

(2) The Whitney extensions of

Ψν = Φ1 ◦ Φ2 ◦ · · · ◦ Φν , ν = 1, 2, · · ·

converge CN uniformly to a smooth symplectic map, say, Ψ∞, on D( s02 ,
r0
2 )×

G∞ with G∞ =
∩

ν≥0 Gν such that

Hν = H0 ◦Ψν−1 → H∞ =: H0 ◦Ψ∞ = e∞ + ⟨ω∞, y⟩+ 1

2
⟨z,M∞z⟩+ P∞

with e∞ = limν→ eν , ω∞ = limν→ ων , M∞ = limν→ Mν , P∞ = limν→∞ Pν

and moreover
∂i
(y,z)P∞|D(0,

r0
2 )×G∞

= 0, |i| ≤ 2.

It follows from the same argument as in [16] that

|G0 \G∞| → 0, as ε → 0.
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