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UNIFORM ISOCHRONOUS CENTER OF
HIGHER-DEGREE POLYNOMIAL

DIFFERENTIAL SYSTEMS∗
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Abstract In this paper, we study the uniform isochronous center of a class
of more general higher-degree of polynomial differential systems and give the
necessary and sufficient conditions for the origin point to be a center. At
the same time, we illustrate that under some restrictions, the composition
conjecture about these differential systems is valid. As corollaries, the previous
results can easily be derived from the current conclusion.

Keywords Composition conjecture, center condition, uniform isochronous
center, higher-degree systems.

MSC(2010) 34C07, 34C05, 34C25, 37G15.

1. Introduction
Consider differential systems of the formx′ = −y + F (x, y),

y′ = x+G(x, y),
(1.1)

where F (x, y) and G(x, y) are real polynomial functions of degree n + 1 without
constant and linear terms. If every orbit in a punctured neighbourhood of O is a
nontrivial cycle then the origin point O(0, 0) is said to be a center. The center-focus
problem consists in determining necessary and sufficient conditions on F (x, y) and
G(x, y) such that system (1.1) has a center at the origin. This problem has attracted
the attention of many authors. Up to now, only for quadratic systems and some
special systems the center-focus problem has been solved e.g. [2, 15, 17, 19, 23–25].
But for the more higher degree polynomial differential systems, the corresponding
results are very few.

In particular, if every cycle in a punctured neighbourhood of O has the same
period then this origin point is said to be an isochronous center. The interest in the
isochronous centers started in the XVII century with the works of [3, 8, 11, 16] and
references therein. The isochronous phenomena appear in many physical problems
[14]. Aside from its interest in physical applications, isochronicity is strictly related
to the existence and uniqueness of solutions of some boundary value, bifurcation
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or perturbation problems. Moreover, isochronicity has a strong relationship to
stability: a periodic solution of the central region is Liapunov stable if and only
if the neighbouring periodic solutions have the same period. In literature [22], the
authors have proved that if the system (1.1) has a center at O(0, 0), then this center
is an uniform isochronous center if and only if doing a linear change of variables
and a scaling of the time it can be written as the rigid system:x′ = −y + xP (x, y),

y′ = x+ yP (x, y),
(1.2)

where P (x, y) =
∑n

k=1 Pk(x, y), Pk(x, y) (k = 1, 2, ..., n) are homogeneous polyno-
mials in x and y of degree k.

In polar coordinates the system (1.2) becomes

dr

dθ
= r

n∑
k=1

Pk(θ)r
k, (1.3)

where Pk(θ) = Pk(cos θ, sin θ). By [2,5,23] we see that the system (1.2) has a center
at O(0, 0) if and only if all the solutions r(θ) of equation (1.3) near r = 0 are
periodic. In such case it is said that equation (1.3) has a center at r = 0.

Alwash and Lloyd [6, 7, 9] give the following simple sufficient condition for the
Abel equation

dr

dθ
= r(R1(θ)r +R2(θ)r

2) (1.4)

to have a center, where R1(θ) and R2(θ) are continuous 2π-periodic functions.

Theorem 1.1 ( [7, 9]). If there exists a differentiable function u(θ) of period 2π
such that

R1(θ) = u′(θ)Ř1(u(θ)), R2(θ) = u′(θ)Ř2(u(θ))

for some continuous functions Ř1 and Ř2, then the Abel equation (1.4) has a center
at r = 0.

The following statement presents a generalization of Theorem 1.1.

Theorem 1.2 ( [6, 28]). If there exists a differentiable function u(θ) of period 2π
such that

Pi(θ) = u′P̌i(u), (i = 1, 2, ..., n)

for some continuous functions P̌i (i = 1, 2, ..., n), then the equation (1.3) has a center
at r = 0.

The condition in Theorem 1.1 (or Theorem 1.2) is called the Composition
Condition. When an Abel equation (1.2) (or (1.3)) has a center because its co-
efficients satisfy the composition condition we will say that this equation has a
Composition Center. Obviously, the composition condition is the sufficient con-
dition for r = 0 to be a center. A counterexample was presented in [9, 10] to
demonstrate that composition condition is not a necessary condition of a center.
Whether the composition condition is the necessary and sufficient conditions for
r = 0 to be a center? This problem is called Composition Conjecture, which
first appeared in [7]. What kind of differential system is this conjecture right?
Studying this problem has attracted the interest of many scholars. In [15, 18, 21]
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the authors have proved that for some Abel differential equations the composition
conjecture is valid. The authors of [2] studied the system (1.2) with P = P1 + Pm

or P = P2 + P2m, m is an arbitrary natural number, having polynomial commu-
tator and their centers are reversible. In [27, 28] we used different methods to get
the center conditions and demonstrate that the composition conjecture is correct
for this system. In literatures [2, 8, 12, 20, 29] the authors using different methods
study the system (1.2) with P = P1 + P2 + P3, for which the composite conjecture
is correct, and analyze its global behavior. In [26, 30, 31], we have prove that for
system (1.2) with P = P1 + Pm + P2m+1, (P1 ̸= 0), (m = 2, 3, ....) the composition
conjecture is valid under several restrictions conditions.

In this paper we will study when is the origin point of the more general higher
degree polynomial differential systemx′ = −y + x(P1(x, y) + Pm(x, y) + Pn(x, y)),

y′ = x+ y(P1(x, y) + Pm(x, y) + Pn(x, y))
(1.5)

to be an uniform isochronous center? Where Pk(x, y) =
∑

i+j=k pijx
iyj , pij ∈

R (k = 1,m, n), p210+p201 ̸= 0 and m,n are positive integers. We adopt some simple
transformations and some computational skills to reduce the amount of calculation
and obtain the center condition. As corollaries, from our new conclusions, it is not
difficult to deduce the previous results of [26, 30, 31]. In addition, we prove that
under several restrictions conditions the composition conjecture is correct for its
corresponding periodic differential equation:

dr

dθ
= r(P1(cos θ, sin θ)r + Pm(cos θ, sin θ)rm + Pn(cos θ, sin θ)r

n).

In the following we denote

S := sin θ; Pk = Pk(cos θ, sin θ); P̄k =

∫ θ

0

Pk(cos τ, sin τ)dτ ;

P̄i
k
Pj =

∫ θ

0

(

∫ τ

0

Pi(cos t, sin t)dt)
kPj(cos τ, sin τ)dτ ; C

k
m =

m!

k!(m− k)!
;

[x] express as the integer part of x;
∑k

i (·) = 0, if k < i.

2. Main results
For the system (1.5), when m = n or m = 1, n > 1 the center conditions has been
obtained by [27]; When m > 1, n = 2m + 1 the center-focus problem has been
discussed by [31]. In the following we will consider (1.5) with 3 < 2m+ 1 ≤ n.

As p210 + p201 ̸= 0, taking X = p10x+ p01y, Y = −p01x+ p10y, then the system
(1.5) becomes X ′ = −Y +X(X + P̃m(X,Y ) + P̃n(X,Y )),

Y ′ = X + Y (X + P̃m(X,Y ) + P̃n(X,Y )),

where P̃k(X,Y ) = Pk(
p10X−p01Y
p2
10+p2

01
, p10Y+p01X

p2
10+p2

01
), (k = m,n).
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For convenience, in the following we will discuss the center-focus problem of the
system (1.5) in the form ofx′ = −y + x(x+ Pm(x, y) + Pn(x, y)),

y′ = x+ y(x+ Pm(x, y) + Pn(x, y)),
(2.1)

where 3 < 2m + 1 ≤ n, Pk(x, y) =
∑

i+j=k pijx
iyj , pi j ∈ R, (k = m,n), m and n

are positive integers.
In polar coordinates the system (2.1) becomes

dr

dθ
= r(r cos θ + Pmrm + Pnr

n). (2.2)

The origin point (0, 0) is a center of system (2.1) if and only if all the solutions of
equation (2.2) near r = 0 are 2π periodic [2].

Lemma 2.1. If ∫ 2π

0

SkPmdθ = 0 (k = 0, 1, 2, ..,m),

then

Pm = cos θ

l∑
i=1

λ2iS
2i−1,m = 2l; Pm = cos θ

l∑
i=0

λ2i+1S
2i,m = 2l + 1, (2.3)

where λi (i = 0, 1, 2, ...,m) are real numbers and

λm =

[m−1
2 ]∑

i=0

(−1)ip2i+1 m−1−2i. (2.4)

Proof. In the Lemma 3.4 of [27] taking P1 = cos θ which implies that the equality
(2.3) is valid and

Pm(x, y) =
∑

i+j=2l

pijx
iyj = x

l∑
i=1

λ2iy
2i−1(x2 + y2)l−i, m = 2l;

Pm(x, y) =
∑

i+j=2l+1

pijx
iyj = x

l∑
i=0

λ2i+1y
2i(x2 + y2)l−i, m = 2l + 1.

Equating the corresponding coefficients of the same power of x, y, we obtain

λ2l =

l−1∑
i=0

(−1)ip2i+1 2(l−i)−1, m = 2l;

λ2l+1 =

l∑
i=0

(−1)ip2i+1 2(l−i), m = 2l + 1.

Therefore, the conclusion of the present lemma is valid.
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To keep the statement of the following theorem simple, we first give some ex-
pressions to be used below.

d0 = e0 = 1, dk = Ck
k+m−2, ek = Ck

k+n−2, (k = 1, 2, ......)

δk = dk
λm

m+ k
, (k = 0, 1, 2, ...,m− 1),

δm+k =
λm

2m+ k
(dm+k +

[ k
m ]+1∑
j=1

m+k−jm∑
i=0

diC
j
m+1+i

×
∑

i1+i2+...+ij=m+k−jm−i

δi1δi2 · · · δij ), (k = 0, 1, 2, ..).

µl+m = em+l +

l∑
i=0

δiel−i(n−m− 2i+ l), (l = 0, 1, 2, ...,m− 1), (2.5)

µ2m+l = e2m+l + γ̂1
m+l + ξ̂1l + η̂1l−m, (l = 0, 1, 2, ..., n− 2m), (2.6)

γ̂1
l+m = Γ1

l+m[1]− Γ2
l+m[

λm

j1m+ s1 + i1
], γ̂2

l+m = Γ2
l+m[

λm

j1m+ s1 + i1
],

ξ̂1l = −Υl[
λm

j2m+ s2 + i2
] · γ̂1

l+m −Υl[
λm

m+ j2m+ s2 + i1 + i2
] · γ̂2

l+m,

ξ̂2l = Υl[
λm

j2m+ s2 + i2
] · γ̂1

l+m, ξ̂3l = Υl[
λm

m+ j2m+ s2 + i1 + i2
] · γ̂2

l+m,

η̂1l−m = −Λl−m[
λm

j3m+ s3 + i3
] · ξ̂1l − Λl−m[

λm

j2m+ j3m+ s2 + s3 + i2 + i3
] · ξ̂2l

− Λl−m[
λm

(1 + j2 + j3)m+ s2 + s3 + i1 + i2 + i3
] · ξ̂3l ,

Γ1
l+m :=

2+[ l
m ]∑

j1=1

2m+l−j1m∑
i1=0

ei1C
j1
n+1+i1

∑
r1+r2+...+rj1=2m+l−j1m−i1

δr1δr2 · · · δrj1 ,

Γ2
l+m :=

2+[ l
m ]∑

j1=1

2m+l−j1m∑
i1=0

j1di1C
j1
m+1+i1

l+2m−j1m−i1∑
s1=0

el+2m−j1m−i1−s1

×
∑

r1+r2+...+rj1−1=s1

δr1δr2 · · · δrj1−1 ,

Υl :=

1+[ l
m ]∑

j2=1

j2

l+m−j2m∑
i2=0

di2C
j2
m+1+i2

l+m−j2m−i2∑
s2=0

∑
r1+r2+...+rj2−1=s2

δr1δr2 · · · δrj2−1
,

Λl−m :=

[ l
m ]∑

j3=1

j3

l−j3m∑
i3=0

di3C
j3
m+1+i3

l−j3m−i3∑
s3=0

∑
r1+r2+...+rj3−1=s3

δr1δr2 · · · δrj3−1
.

Theorem 2.1. Suppose that
∏n

k=m µk ̸= 0, then r = 0 is a center of (2.2), if and
only if ∫ 2π

0

SiPmdθ = 0 (i = 0, 1, 2, ..,m), (2.7)∫ 2π

0

SkPndθ = 0 (k = 0, 1, 2, .., n), (2.8)
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where µk (k = m,m+ 1, ..., n) are expressed by (2.5) and (2.6).

Proof. Taking ρ = r
1+rS , the equation (2.2) becomes

dρ

dθ
= ρm+1(1 + rS)m−1Pm + ρn+1(1 + rS)n−1Pn. (2.9)

Applying the Langrange-Bürman formula [1] we have

(1 + rS)k = 1 +

∞∑
j=1

Ck−1
j+k−1ρ

jSj ,

thus, the equation (2.9) can be written as

dρ

dθ
= Pm

∞∑
k=0

dkρ
m+k+1Sk + Pn

∞∑
k=0

ekρ
n+k+1Sk, (2.10)

where d0 = e0 = 1, dk = Ck
k+m−2, ek = Ck

k+n−2, (k = 1, 2, ......). Therefore, the
r = 0 is a center of (2.2), if and only if all the solutions of equation (2.10) near
ρ = 0 are 2π− periodic [2].

Let ρ(θ, c) be the solution of (2.10) such that ρ(0, c) = c (0 < c ≪ 1). We write

ρ(θ, c) = c

∞∑
k=0

ak(θ)c
n,

where a0(0) = 1 and ak(0) = 0 for k ≥ 1. The ρ = 0 is a center of (2.10) if and
only if ρ(θ + 2π, c) = ρ(θ, c), i.e., a0(2π) = 1, ak(2π) = 0 (k = 1, 2, 3, ...) [7].

Substituting ρ(θ, c) into (2.10) we obtain

c

∞∑
i=0

a′i(θ)c
n = Pm

∞∑
k=0

dkS
k(c

∞∑
i=0

ai(θ)c
i)m+k+1 + Pn

∞∑
k=0

ekS
k(c

∞∑
i=0

ai(θ)c
i)n+k+1.

(2.11)
Equating the corresponding coefficients of ck of (2.11) yields

a0(θ) = 1, ai(θ) = 0, (i = 1, 2, ...,m− 1).

Rewriting ρ(θ, c) as following

ρ = c(1 + cmh), h =

∞∑
i=0

hi(θ)c
i, hi(0) = 0, (i = 0, 1, 2....).

Substituting it into (2.10) we get

∞∑
k=0

h′
k(θ)c

k =Pm

∞∑
k=0

dkc
kSk

m+1+k∑
j=0

Cj
m+1+kh

jcmj

+ Pn

∞∑
k=0

ekc
n−m+kSk

n+k+1∑
j=0

Cj
n+k+1h

jcmj , hk(0) = 0 (k = 0, 1, 2, ...).

(2.12)
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Equating the corresponding coefficients of ck of the equation (2.12) we obtain

h′
k = dkS

k Pm, hk(0) = 0 (k = 0, 1, 2, ....,m− 1),

h′
m = PmC1

m+1h0 + PmdmSm, hm(0) = 0.

Solving these equations we get

hk = dkSkPm, (k = 0, 1, 2, ...,m− 1),

hm = dmSmPm + α0, α0 =
m+ 1

2
P̄ 2
m.

As dk ̸= 0(k = 0, 1, 2....), from hk(2π) = 0 (k = 0, 1, 2, ...,m) follow that∫ 2π

0

Sk Pmdθ = 0 (k = 0, 1, 2, ...,m),

i.e., the condition (2.7) is a necessary condition for ρ = 0 to be a center. By Lemma
2.1 which implies that

Pm = cos θ

m∑
k=1

λkS
k−1, P̄m =

∫ θ

0

Pmdθ =

m∑
k=1

λk

k
Sk, (2.13)

where λk(k = 1, 2, ...,m) are real numbers and λm is expressed by (2.4). Thus hk

is a polynomial in S of degree m+ k and

hk = δkS
m+k + ..., (k = 0, 1, 2, ...,m) (2.14)

δk = dk
λm

m+ k
, (k = 0, 1, 2, ...,m− 1), δm =

λm

2m
(dm + C1

m+1d0δ0),

here and below the parts omitted indicate the parts with a lower degree than the
first item.

Equating the corresponding coefficients of cm+k of the equation (2.12) we obtain

h′
m+k =Pmdm+kS

m+k + Pm

[ k
m ]+1∑
j=1

m+k−jm∑
i=0

diS
iCj

m+1+i

×
∑

i1+i2+...+ij=m+k−jm−i

hi1hi2 · · · hij , (k = 1, 2, ..., n− 2m− 1).

Solving these equations we get

hm+k = dm+kSm+kPm + αk, (k = 1, 2, ..., n− 2m− 1),

where

αk =

[ k
m ]+1∑
j=1

m+k−jm∑
i=0

diC
j
m+1+i

∑
i1+i2+...+ij=m+k−jm−i

Sihi1hi2 · · · hijPm. (2.15)

From this we see that hm+k is a polynomial in S of degree 2m+ k and

hm+k = δm+k sin
2m+k θ + ..., (k = 1, 2, ..., n− 2m− 1), (2.16)



Uniform isochronous center 123

where

δm+k =
λm

2m+ k
(dm+k+

[ k
m ]+1∑
j=1

m+k−jm∑
i=0

diC
j
m+1+i

∑
i1+i2+...+ij=m+k−jm−i

δi1δi2 ···δij ).

(2.17)
Equating the corresponding coefficients of cn−m+l of the equation (2.12) we

obtain

h′
n−m+l =PnelS

l + dn−m+lS
n−m+lPm

+ Pm

[n−m+l
m ]∑

j=1

n−m+l−jm∑
i=0

diS
iCj

m+1+i

∑
i1+i2+...+ij=n−m+l−jm−i

hi1hi2 · · · hij ,

(l = 0, 1, 2, ...,m− 1),

solving these equations we get

hn−m+l = elSlPn + βl(S), (l = 0, 1, 2, ...,m− 1), (2.18)

where
βl(S) = dn−m+lSn−m+lPm + αn−2m+l = δn−m+lS

n+l + ...,

αn−2m+l and δn−m+l are obtained respectively by (2.15) and (2.17) taking k =
n− 2m+ l. As el ̸= 0, by (2.18) we see that if hn−m+l(2π) = 0 then∫ 2π

0

SlPndθ = 0, (l = 0, 1, 2, ...,m− 1). (2.19)

Equating the corresponding coefficients of cn+l of equation (2.12) we obtain

h′
n+l =Pnem+lS

m+l + Pn

l∑
i=0

eiS
iC1

n+1+ihl−i + dn+lPmSn+l

+ Pm

[n+l
m ]∑

j=1

n+l−jm∑
i=0

diS
iCj

m+1+i

∑
i1+i2+...+ij=n+l−jm−i

hi1hi2 · · · hij ,

(l = 0, 1, 2, ...,m− 1),

solving these equations we obtain

hn+l = em+lSm+lPn + βm+l + γl, (l = 0, 1, 2, ...,m− 1),

where

γ′
l = Pn

l∑
i=0

eiS
iC1

n+1+idl−iSl−iPm + Pm

l∑
i=0

diS
iC1

m+1+iel−iSl−iPn,

γl =

l∑
i=0

diel−iC
1
m+1+iS

iPm Sl−iPn +

l∑
i=0

diel−i(C
1
n+1+l−i − C1

m+1+i)S
iPmSl−iPn

= γ̂1
l S

m+lPn + γ̂2
l S

i+mSl−iPn,
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in which

γ̂1
l =

l∑
i=0

diel−i
n−m+ l − 2i

m+ i
λm, γ̂2

l =

l∑
i=0

diel−iC
1
m+1+i

1

m+ i
λm. (2.20)

βm+l = (dn+l+

[n+l
m ]∑

j=1

n+l−jm∑
i=0

diC
j
m+1+i

∑
i1+i2+...+ij=n+l−jm−i

δi1δi2 · · · δij )Sn+lPm + ...

= δn+lS
n+m+l + ....,

where δn+l can be obtained by (2.17) taking k = n−m+ l. Thus, if hn+l(2π) = 0,

then µl+m

∫ 2π

0
Sm+lPndθ = 0, where

µl+m = em+l +

l∑
i=0

δiel−i(n−m− 2i+ l), (l = 0, 1, 2, ...,m− 1).

By the assumptions, we have µl+m ̸= 0, thus∫ 2π

0

Sm+lPndθ = 0, (l = 0, 1, 2, ...,m− 1). (2.21)

Equating the corresponding coefficients of cn+m+l of equation (2.12) we obtain

h′
n+m+l =Pne2m+lS

2m+l + Pn

2+[ l
m ]∑

j=1

2m+l−jm∑
i=0

eiS
iCj

n+1+i

×
∑

i1+i2+...+ij=2m+l−jm−i

hi1hi2 · · · hij + dn+m+lS
n+m+lPm

+ Pm

1+[n+l
m ]∑

j=1

n+l+m−jm∑
i=0

diS
iCj

m+1+i

∑
i1+i2+...+ij=n+l+m−jm−i

hi1hi2 · · · hij ,

(l = 0, 1, 2, ..., n− 2m).

Rewriting the above equations as the form of

h′
n+m+l =Pne2m+lS

2m+l +

2+[ l
m ]∑

j=1

Ij + dn+m+lS
n+m+lPm +

1+[n+l
m ]∑

j=1

Kj ,

(l = 0, 1, 2, ..., n− 2m), (2.22)

where

Ij = Pn

2m+l−jm∑
i=0

eiS
iCj

n+1+i

∑
i1+i2+...+ij=2m+l−jm−i

hi1hi2 · · · hij .

When l = n− 2m,

I1 = C1
n+1PnP̄n +

m+l∑
i=0

eiC
1
n+1+i δm+l−iS

2m+lPn + ...;
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When l < n− 2m,

I1 =
m+l∑
i=0

eiC
1
n+1+i δm+l−iS

2m+lPn + ... .

For j > 1,

Ij =

2m+l−jm∑
i=0

eiC
j
n+1+i

∑
i1+i2+...+ij=2m+l−jm−i

δi1δi2 · · · δijS2m+lPn + ... ,

where the parts omitted represent these items of SkPn, (k < 2m+ l).
Rewriting

1+[ l+n
m ]∑

j=1

Kj =

2+[ l
m ]∑

j=1

Kj +

1+[ l+n
m ]∑

j=3+[ l
m ]

Kj = L1 + L2.

As 2 + l
m < j = 3 + [ l

m ] ≤ 3 + l
m , n + l + m − jm − i < n − m − i, thus by the

above we get

L2 =

1+[ l+n
m ]∑

j=3+[ l
m ]

Kj

=

1+[n+l
m ]∑

j=3+[ l
m ]

n+l+m−jm∑
i=0

diS
iCj

m+1+i

∑
i1+i2+...+ij=n+l+m−jm−i

hi1hi2 · · · hijPm

=

1+[n+l
m ]∑

j=3+[ l
m ]

n+l+m−jm∑
i=0

diC
j
m+1+i

∑
i1+i2+...+ij=n+l+m−jm−i

δi1δi2 · · · δijSl+m+nPm + ...;

L1 =

2+[ l
m ]∑

j=1

Kj

=

2+[ l
m ]∑

j=1

n+l+m−jm∑
i=0

diS
iCj

m+1+i

∑
i1+i2+...+ij=n+l+m−jm−i

hi1hi2 · · · hijPm

=

2+[ l
m ]∑

j=1

Pm

l+2m−jm∑
i=0

diS
iCj

m+1+i

∑
i1+i2+...+ij=n+l+m−jm−i

hi1hi2 · · · hij

+

2+[ l
m ]∑

j=1

Pm

n+l+m−jm∑
i=l+2m−jm+1

diS
iCj

m+1+i

∑
i1+i2+...+ij=n+l+m−jm−i

hi1hi2 · · · hij

= Kj1 +Kj2 ,

where

Kj2 =

2+[ l
m ]∑

j=1

n+l+m−jm∑
i=l+2m−jm+1

diC
j
m+1+i

∑
i1+i2+...+ij=n+l+m−jm−i

δi1δi2 · · · δijSn+l+mPm+...;
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Kj1 =

2+[ l
m ]∑

j=1

jPm

l+2m−jm∑
i=0

diS
iCj

m+1+i

× (

l+2m−jm−i∑
s=0

(el+2m−jm−i−s Sl+2m−jm−i−s Pn + β2m+l−jm−i−s)

×
l+m−jm−i∑

s=0

γl+m−jm−i−s +

l−jm−i∑
s=0

ξl−jm−i−s)

×
∑

i1+i2+...+iij−1
=s

hi1hi2 · · · hij−1

=

2+[ l
m ]∑

j=1

j

l+2m−jm∑
i=0

diC
j
m+1+i

× (

l+2m−jm−i∑
s=0

(el+2m−jm−i−s Sl+2m−jm−i−s Pn + β2m+l−jm−i−s)

×
l+m−jm−i∑

s=0

γl+m−jm−i−s +

l−jm−i∑
s=0

ξl−jm−i−s)

×
∑

i1+i2+...+iij−1
=s

δi1δi2 · · · δij−1
S(j−1)m+s Pm.

Remark: In the above formula and below, when j = 1,

l+2m−jm−i∑
s=0

el+2m−jm−i−s

∑
i1+i2+...+iij−1

=s

δi1δi2 · · · δij−1

=el+2m−jm−i−s|j=1,s=0 = el+m−i.

Solving the equation (2.22) we get

hm+n+l = e2m+lS2m+lPn + β2m+l + γm+l + ξl + ηl−m, (l = 0, 1, 2, ..., n− 2m− 1),

(2.23)

h2n−m = enSnPn + βn + γn−m + ξn−2m + ηn−3m +
1

2
C1

n+1P̄
2
n , (2.24)

where ηi = 0 (i < 0), β2m+l, γm+l, ξl and ηl−m are the solutions, respectively, of
the following equations.

γ′
m+l =

2+[ l
m ]∑

j1=1

2m+l−j1m∑
i1=0

(ei1C
j1
n+1+i1

∑
r1+r2+...+rj1=2m+l−j1m−i1

δr1δr2 · · · δrj1S
2m+lPn

+ j1di1C
j1
m+1+i1

l+2m−j1m−i1∑
s1=0

el+2m−j1m−i1−s1

∑
r1+r2+...+rj1−1=s

δr1δr2 · · · δrj1−1

× S(j1−1)m+s1+i1Pm Sl+2m−j1m−i1−s1Pn)

=Γ1
l+m[S2m+lPn] + Γ2

l+m[S(j1−1)m+s1+i1PmSl+2m−j1m−i1−s1Pn], (2.25)
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where

Γ1
l+m :=

2+[ l
m ]∑

j1=1

2m+l−j1m∑
i1=0

ei1C
j1
n+1+i1

∑
r1+r2+...+rj1=2m+l−j1m−i1

δr1δr2 · · · δrj1 ,

Γ2
l+m :=

2+[ l
m ]∑

j1=1

2m+l−j1m∑
i1=0

j1di1C
j1
m+1+i1

l+2m−j1m−i1∑
s1=0

el+2m−j1m−i1−s1

×
∑

r1+r2+...+rj1−1=s1

δr1δr2 · · · δrj1−1
.

Solving the equation (2.25) we obtain

γm+l = γ̂1
l+mS2l+mPn + γ̂2

i+mSj1m+s1+i1 Sl+2m−j1m−s1−i1 Pn, (2.26)

where

γ̂1
l+m = Γ1

l+m − Γ2
l+m

λm

j1m+ s1 + i1
, γ̂2

l+m = Γ2
l+m

λm

j1m+ s1 + i1
.

ξ′l =

1+[ l
m ]∑

j2=1

j2

l+m−j2m∑
i2=0

di2C
j2
m+1+i2

l+m−j2m−i2∑
s2=0

γl+m−j2m−i2−s2

∑
r1+r2+...+rj2−1=s2

δr1δr2 · · · δrj2−1
S(j2−1)m+s2+i2Pm = Υl[S

(j2−1)m+s2+i2Pmγl+m−j2m−i2−s2 ],

here

Υl :=

1+[ l
m ]∑

j2=1

j2

l+m−j2m∑
i2=0

di2C
j2
m+1+i2

l+m−j2m−i2∑
s2=0

∑
r1+r2+...+rj2−1=s2

δr1δr2 · · · δrj2−1
.

Solving this equation we get

ξl =ξ̂1l S
2m+lPn + ξ̂2l S

j2m+s2+i2S2m+l−j2m−s2−i2Pn

+ ξ̂3l S
j1m+j2m+s1+s2+i1+i2S2m+l−j1m−j2m−s1−s2−i1−i2Pn, (2.27)

where

ξ̂1l = −ξ̂2l − ξ̂3l , ξ̂2l = Υl
λm

j2m+ s2 + i2
γ̂1
l+m−j2m−i2−s2 ,

ξ̂3l = Υlγ̂
2
l+m−j2m−i2−s2

λm

j1m+ j2m+ s1 + s2 + i1 + i2
,

γ̂j
l+m−j2m−i2−s2

(j = 1, 2) are expressed by (2.20) replace l with l+m−j2m−i2−s2.

η′l−m = Λl−m[S(j3−1)m+s3+i3Pmξl−j3m−i3−s3 ], (l = m,m+ 1, ..., n− 2m)

Λl−m :=

[ l
m ]∑

j3=1

j3

l−j3m∑
i3=0

di3C
j3
m+1+i3

l−j3m−i3∑
s3=0

∑
r1+r2+...+rj3−1=s3

δr1δr2 · · · δrj3−1
.

Solving this equation we get

ηl−m=η̂1l−mS2m+lPn + η̂2l−mSj3m+s3+i3Sl+2m−j3m−i3−s3Pn
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+ η̂3l−mSj2m+j3m+s2+s3+i2+i3S2m+l−j3m−j2m−s2−s3−i2−i3Pn

+η̂4l−mS(j1+j2+j3)m+s1+s2+s3+i1+i2+i3S2m+l−(j1+j2+j3)m−s1−s2−s3−i1−i2−i3Pn,
(2.28)

here

η̂2l−m = Λl−m
λm

j3m+ s3 + i3
ξ̂1l−j3m−i3−s3 ,

η̂3l−m = Λl−mξ̂2l−j3m−i3−s3

λm

j2m+ j3m+ s2 + s3 + i2 + i3
,

η̂4l−m = Λl−mξ̂3l−j3m−i3−s3

λm

(j1 + j2 + j3)m+ s1 + s2 + s3 + i1 + i2 + i3
,

η̂1l−m + η̂2l−m + η̂3l−m + η̂4l−m = 0.

β′
2m+l = dn+m+lS

n+m+lPm +Kj2 + L2

+

2+[ l
m ]∑

j=1

2m+l−jm∑
i=0

jdiC
j
m+1+i

l+2m−jm−i∑
s=0

βl+2m−jm−i−s

×
∑

i1+i2+...+iij−1
=s

δi1δi2 · · · δij−1
S(j−1)m+s+iPm,

which implies that β2m+l is a function on sin θ, so it is 2π periodic. Thus, from
(2.23) to (2.28) we deduce that if hn+m+l(2π) = 0, then

µ2m+l

∫ 2π

0

S2m+lPndθ = 0, (l = 0, 1, 2, ..., n− 2m),

where µ2m+l = e2m+l+γ̂1
m+l+ ξ̂1l +η̂1l−m, by the assumptions we see that µ2m+l ̸= 0,

thus ∫ 2π

0

S2m+lPndθ = 0, (l = 0, 1, 2, ..., n− 2m). (2.29)

By (2.19) and (2.21) and (2.29) we see that under the assumptions of the present
theorem, the (2.7) and (2.8) are the necessary conditions for ρ = 0 to be a center of
(2.10). Therefore, the necessity has been proved. On the other hand, by Lemma 2.1,
if the conditions (2.7) and (2.8) are satisfied, then Pm = cos θ

∑m
i=1 λi sin

i−1 θ, Pn =
cos θ

∑n
i=1 ςi sin

i−1 θ, λi, ςi are real numbers. By Theorem 1.2 we see that ρ = 0
is a center and composition center of (2.10), thus the origin point is an uniform
isochronous center of system (2.1), this means that the sufficiency is proved.

In summary, the proof is complete.

Remark 2.1. Duo to the definite integral from 0 to 2π of an odd degree polynomial
in sin θ and cos θ is equal to zero, thus, the assumptions of Theorem 2.1 can be
changed to

∏n
k=m µk ̸= 0 and the equalities (2.7) and (2.8) are valid when k and n,

i and m, are positive integers with the same parity.

Corollary 2.1. If λm = 0, then r = 0 is a center of (2.2), if and only if , (2.7)
and (2.8) are satisfied.

Proof. By the proof of Theorem 2.1 we see that if λm = 0, then δk = 0, (k =
0, 1, 2, ...) and µk = ek = Ck

k+n−2 ̸= 0, (k = m,m+1, ..., n). Therefore, by the above
theorem implies that the result of the present corollary is valid.

In Theorem 2.1 taking n = 2m+ 1 we deduce the following corollary.
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Corollary 2.2. (1̇). If m = 2k, k is a positive integer, n = 2m+1 and
∏2k

i=k µ2i+1 ̸=
0, then r = 0 is a center of (2.2), if and only if∫ 2π

0

S2iPmdθ = 0, (i = 0, 1, 2, ..., k),

∫ 2π

0

S2j+1Pndθ = 0, (j = 0, 1, 2, ..., 2k).

(2̇). If m = 2k + 1, k is a positive integer, n = 2m + 1 and
∏2k+1

i=k µ2i+1 ̸= 0,
then r = 0 is a center of (2.2), if and only if∫ 2π

0

S2i+1Pmdθ = 0, (i = 0, 1, ..., k),

∫ 2π

0

S2j+1Pndθ = 0, (j = 0, 1, 2, ..., 2k + 1).

Where

µl+m = em+l +

l∑
i=0

δiel−i(m+ 1 + l − 2i), (l = 0, 1, 2, ...,m− 1);

µ2m+1 = e2m+1 + λm

m+1∑
i=1

dm+1−i

2m+ 1− i
2iei + 4λ2

m

m2 +m+ 1

m

d0 = e0 = 1, dk = Ck
k+m−2, ek = Ck

k+2m−1, (k = 1, 2, 3, ......);

δk = dk
λm

m+ k
, (k = 0, 1, 2, ...,m− 1); δm =

λm

2m
(dm + C1

m+1d0δ0);

δm+1 =
λm

2m+ 1
(dm+1 +

1∑
i=0

diC
1
m+1+iδ1−i); λm =

[m−1
2 ]∑

i=0

(−1)ip2i+1 m−1−2i.

Proof. In (2.24) taking n = 2m+ 1 and l = n− 2m = 1 we get

γ̂1
m+l =

m+1∑
i=0

eiδm+1−iC
1
2m+2+i +

1∑
i=0

eiC
2
2m+2+i

∑
i1+i2=1−i

δi1δi2

−
m+1∑
i=0

λmdi
m+ i

em+1−iC
1
m+1+i − 2d0C

2
m+1(δ0e1

λm

2m
+ δ1e0

λm

2m+ 1
)

− 2d1C
2
m+2δ0e0

λm

2m+ 1
,

ξ̂11 = −d0C
1
m+1λ

2
m

1∑
i=0

die1−i(
m+ 1 + i

(m+ i)(2m+ i)
+

m+ 2− 2i

m(m+ i)
)

− d0e0d1C
1
m+2λ

2
m

3m+ 2

m(2m+ 1)
.

Then

µ2m+1=e2m+1 + γ̂1
m+1 + ξ̂11

=e2m+1 +

m+1∑
i=0

eiδm+1−iC
1
2m+2+i +

1∑
i=0

eiC
2
2m+2+i

∑
i1+i2=1−i

δi1δi2

−
m+1∑
i=0

λmdi
m+ i

em+1−iC
1
m+1+i − 2d0C

2
m+1(δ0e1

λm

2m
+ δ1e0

λm

2m+ 1
)
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− 2d1C
2
m+2δ0e0

λm

2m+ 1

− d0C
1
m+1λ

2
m

1∑
i=0

die1−i(
m+ 1 + i

(m+ i)(2m+ i)
+

m+ 2− 2i

m(m+ i)
)

− d0e0d1C
1
m+2λ

2
m

3m+ 2

m(2m+ 1)

=e2m+1+

m+1∑
i=0

(C1
2m+2+ieiδm+1−i−

λmdi
m+ i

C1
m+1+iem+1−i)+

(5+5m−4m2)

m(2m+ 1)
λ2
m

=e2m+1 + λm

m+1∑
i=0

(
dm+1−i

2m+ 1− i
C1

2m+2+iei −
di

m+ i
C1

m+1+iem+1−i)

+ 4λ2
m

m2 +m+ 1

m

=e2m+1 + λm

m+1∑
i=1

dm+1−i

2m+ 1− i
2iei + 4λ2

m

m2 +m+ 1

m
.

Thus, using Theorem 2.1 we see that the conclusion of the present corollary is
valid.

Remark 2.2. Although, in the literature [31] the center conditions have been ob-
tained. Obviously, the statement of this corollary is much more concise and beau-
tiful than the Theorem 3.1 of [31].

Corollary 2.3. If (30 + 13λ2)(84 + 113λ2 + 21λ2
2) ̸= 0, then the origin point of

system x′ = −y + x(x+ P2(x, y) + P5(x, y)),

y′ = x+ y(x+ P2(x, y) + P5(x, y))

is a center if and only if∫ 2π

0

S2iP2dθ = 0, (i = 0, 1),

∫ 2π

0

S2j+1P5dθ = 0, (j = 0, 1, 2)

where λ2 = p11.

Proof. When m = 2 and n = 5, by (2.4) we have λ2 = p11. Using Corollary 2.2
and calculating we get

µ3 =
2

3
(30 + 13λ2), µ5 = 2(84 + 113λ2 + 21λ2

2),

thus the present corollary is valid.

Corollary 2.4. If (42+λ3)(105+23λ3)(2970+2109λ3+65λ2
3) ̸= 0, then the origin

point of system x′ = −y + x(x+ P3(x, y) + P7(x, y)),

y′ = x+ y(x+ P3(x, y) + P7(x, y))
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is a center if and only if∫ 2π

0

S2i+1P3dθ = 0, (i = 0, 1),

∫ 2π

0

S2j+1P7dθ = 0, (j = 0, 1, 2, 3)

where λ3 = p12 − p30.

Proof. When m = 3, by (2.4) we get λ3 = p12 − p30. In Corollary 2.2 taking
m = 3, n = 7 and calculating we get

µ3 =
4

3
(42 + λ3), µ5 =

12

5
(105 + 23λ3), µ7 =

4

15
(2970 + 2109λ3 + 65λ2

3).

By Corollary 2.2 which implies that the present corollary is valid.

Remark 2.3. In Corollary 2.3 taking λ2 = 2µ which implies the Theorem 3.1
of [26]. In Corollary 2.4 taking λ3 = 3µ we deduce that the Theorem 3.1 of [26] is
valid.
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