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BIFURCATIONS AND HYDRA EFFECTS IN A
REACTION-DIFFUSION PREDATOR-PREY
MODEL WITH HOLLING II FUNCTIONAL

RESPONSE
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Abstract In this paper, through bifurcation analysis and numerical simu-
lations, we consider a reaction-diffusion predator-prey model with Holling II
functional response to analyze the existence of hydra effect and the relationship
between mortality independent of predator density and different steady-state
solutions of the system. The hydra effect, which is a paradoxical result in
both theoretical and applied ecology, refers to the phenomenon in which an
increase in population mortality enhances its own population size. We inves-
tigate the existence of the hydra effect when the positive equilibrium point
is locally asymptotically stable and Turing unstable. Meanwhile, numerical
simulations verify the existence of the hydra effect when the one-dimensional
reaction-diffusion system has a spatially inhomogeneous steady-state solution.
In addition, we introduce the existence of the Turing bifurcation, the Hopf
bifurcation, and the Turing-Hopf bifurcation with the parameters d2 and mC ,
respectively, as well as the normal form for the Turing-Hopf bifurcation. Based
on the obtained normal form, we analyze the complex spatio-temporal dynam-
ics near the Turing-Hopf bifurcation point. Finally, the numerical simulations
are carried out to corroborate the obtained theoretical results.
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1. Introduction
All living things are not immune to death. Old age, disease, predation and natural
disasters all lead to the death of organisms. It is commonly understood that popu-
lation density decreases as mortality increases [7,16,17,19–22,26–28,30]. However,
there are phenomena in nature that are contrary to this [23, 24]. The hydra effect
is defined as the phenomenon in which when the mortality rate of a population in-
creases, its equilibrium density or time-averaged density also increases [4, 8, 13, 25].
Ricker first identified such paradoxical phenomenon in a single-species homogeneous
discrete model discovery and showed that this phenomenon may be of interest in
pest control [11]. However, for a long time, his ideas were largely ignored [18].
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This idea became popular as more and more articles on the subject appeared [2,14].
Nowadays, it has been widely recognized that the hydra effect is of great importance
in applied ecology and epidemiology [4,5,29]. Therefore, the study of the hydra ef-
fect has become a hot topic in theoretical ecology and is well worth studying.

Abrams and Quince were pioneers in the study of the hydra effect in stage-
structured predator-prey systems [1]. As the understanding of the hydra effect in
population dynamics has advanced, there is some evidence for a hydra effect in situ-
ations where species coexist in an oscillatory form. Sieber and Hilker [18,25] studied
Gaussian predator-prey systems with Holling II and III functional responses and
concluded that the time-averaged density of predators increases with mortality when
the predator-prey community evolves in a cyclic pattern. Later, the mathematical
conditions for the emergence of the hydra effect at steady state for unstructured
population models were provided by Cortez and Abrams [3,6]. And they also found
the presence of the hydra effect in different predator-prey systems.

The previously mentioned theoretical studies are limited to cases of spatial ho-
mogenization, ignoring mechanisms such as species dispersal and migration. DeAn-
gelis and Yurek [12] noted that spatially explicit models in ecology are increasingly
being studied by researchers using different methods. The researchers, Cortez and
Abrams [6] and Costa and dos Anjos [9], established the hydra effect in a planar
predator-prey system with highly nonlinear terms. In Chen and Zhang [10], an
example of the presence of the hydra effect in a reaction-diffusion predator-prey
system when a spatially inhomogeneous steady-state solution occurs was given by
numerical simulations. It is very complicated to analyze these models. Therefore,
so far, there have been few studies of hydra effects in spatially explicit models that
consider diffusion. Recently, Lucas dos Anjos [4] presented some examples of the
existence of the hydra effect in population models, including continuous-time pop-
ulation models and discrete-time population models. These models are described
by nonlinear systems of ordinary differential equations and difference equations, re-
spectively. Through numerical simulations, they found that there is a hydra effect
in the static dynamics of some one-dimensional predator-prey models. The model
they studied is described by a system of nonlinear partial differential equations with
different functional response functions. They found that an increase in response dif-
fusivity for the Holling II functional response shortens the range of the hydra effect.
Their main model studied is as follows:

∂R

∂t
= DR

∂2R

∂x2
+ rR(1− R

K
)− aCRRC

1 + aCRThCRR
,

∂C

∂t
= DC

∂2C

∂x2
+

efRCaCRRC

1 + aCRThCRR
−mCC − qCC

2,

(1.1)

where R and C are the densities of prey and predator, respectively. r and K are the
inherent growth rate and the environmental capacity of prey R, respectively. mC

and qC are the per capita mortality rates of density-independent and density-related
species C, respectively. DR and DC are the diffusion coefficients of species R and
C respectively, and efRC is the conversion factor of species R to species C. aCR

and ThCR are the coefficient of attack and time of effect of species C on species R,
respectively. All parameters are positive constants.

We consider the study by Lucas dos Anjos et al. [4] to be very interesting.
However, in their paper, they mainly used numerical simulations to demonstrate
the existence of the hydra effect and did not conduct any theoretical analysis or
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specific study on how mortality affects population size. On the basis of their study,
we would like to use their model to conduct a theoretical analysis with mortality
mC as a parameter, and believe that many interesting conclusions will be obtained.
We denote as α = efRC

mC
, β = qC

mC
, system (1.1) can be rewritten as

∂u(x, t)

∂t
= d1

∂2u

∂x2
+ ru(1− u

K
)− aCRuv

1 + aCRThCRu
, x ∈ Ω, t > 0,

∂v(x, t)

∂t
= d2

∂2v

∂x2
+mCv(

αaCRu

1 + aCRThCRu
− 1− βv), x ∈ Ω, t > 0,

ux(x, t) = vx(x, t) = 0, x ∈ ∂Ω, t > 0,

u(x, 0) = u0(x) ≥ 0, v(x, 0) = v0(x) ≥ 0, x ∈ Ω.

(1.2)

In this paper, we investigate the occurrence of the hydra effect when the positive
equilibrium point is locally asymptotically stable and Turing unstable through bifur-
cation analysis and numerical simulations of a one-dimensional spatial predator-prey
model with Holling II functional response. We also investigate how small pertur-
bations in per capita mortality for species C resulted in different steady states for
predator and prey populations. Essentially, the purpose of this study is to analyze
how mortality mC affects the equilibrium state of predator and prey populations.
Because the hydra effect refers to the increase in the mean density or stable pop-
ulation of a species with increasing mortality, it is necessary to examine in detail
the effect of changes in mortality mC on population size.

The organizational structure of this paper is as follows. In Section 2, the exis-
tence and stability conditions for all feasible equilibrium points of the system (1.2)
are analysed. Furthermore, the bifurcation analysis is investigated in Section 3,
where the existence of the Turing bifurcation, the Hopf bifurcation and the Turing-
Hopf bifurcation are shown by choosing the d2 and mC as bifurcation parameters,
respectively. In addition, we investigate the presence of the hydra effect when
the positive equilibrium point is locally asymptotically stable and Turing unstable.
Moreover, the normal form of the Turing-Hopf bifurcation for the system (1.2) near
the unique positive constant equilibrium is obtained in Section 4. And finally, in
Section 5, numerical simulations are carried out to verify the obtained theoretical
conclusions.

2. Existence and stability of equilibrium points
In this section, the existence of coexistence equilibrium of the system (1.2) is ana-
lyzed. Considering the following equation

f(u, v) = ru(1− u

K
)− aCRuv

1 + aCRThCRu
= 0,

g(u, v) = mCv(
αaCRu

1 + aCRThCRu
− 1− βv) = 0.

(2.1)

The system (1.2) has three meaningful equilibrium points, and their feasibility and
stability are given below.

Theorem 2.1. The trivial equilibrium point E0(0, 0) always exists and is a saddle
point.
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Proof. J(E0) =

 r 0

0 −mC

 is the Jacobian matrix of system (1.2) around E0

and λ1 = r > 0 and λ2 = −mC < 0 are the eigenvalues. So, E0 is a saddle point.

Theorem 2.2. The prey only equilibrium point E1(K, 0) always exists (∵ K > 0)
and is locally asymptotically stable when −1+KaCR(α−ThCR) < 0, non-hyperbolic
when −1 +KaCR(α− ThCR) = 0 and unstable when −1 +KaCR(α− ThCR) > 0.

Proof. E1(K, 0) is a prey-only equilibrium, which means that at this equilibrium
point there is only prey and the population density of predators is zero. J(E1) =−r − KaCR

1+KaCRThCR

0 mC(−1+KaCR(α−ThCR))
1+KaCRThCR

 is the Jacobian matrix of system (1.2) around E1

and the eigenvalues are λ1 = −r < 0 and λ2 = mC(−1+KaCR(α−ThCR))
1+KaCRThCR

. Therefore,
when λ2 takes different signs, the E1 has different stable states. When λ2 < 0, E1

is locally asymptotically stable; when λ2 = 0, E1 is non-hyperbolic; when λ2 > 0,
E1 is unstable.

Theorem 2.3. Assume that u∗aCR(α−ThCR) > 1 holds, then there exists at least
one positive equilibrium point E∗(u∗, v∗) for system (1.2).

Proof. By using the second equation of (2.1), we are able to obtain

v =
−1 + uαaCR − uaCRThCR

β(1 + uaCRThCR)
. (2.2)

Substituting (2.2) into the first equation of (2.1), we obtain the following expression

h(u) =− rβa2CRTh
2
CRu

3

+ (−2rβaCRThCR +Krβa2CRTh
2
CR)u

2

+ (−rβ −Kαa2CR + 2KrβaCRThCR +Ka2CRThCR)u+Krβ +KaCR.

Obviously, h(0) = Krβ +KaCR > 0 and limu→+∞ h(u) → −∞, then there exists
at least one positive constant u∗ satisfying h(u∗) = 0, and at this point v∗ =
−1 + u∗αaCR − u∗aCRThCR

β(1 + u∗aCRThCR)
. If v∗ > 0, it means that the system (1.2) has at least

one positive equilibrium point (u∗, v∗).
In this article, we mainly study the relevant properties of the coexistence equi-

librium of the system (1.2). The Theorem 2.3 means that the system (1.2) has
at least one positive equilibrium point. We suppose that E∗(u∗, v∗) is the positive
equilibrium point of the system (1.2) for the remainder of the article.

3. Bifurcation analysis and hydra effect
3.1. Linear stability analysis and hydra effect
Firstly, we conduct a linear stability analysis of the system (1.2). Define a real-
valued Sobolev space

X := {(u, v) ∈ [H2(0, lπ)]2 : (ux, vx)|x=0,lπ = 0},
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and the complexification of X to be

Xc := X ⊕ iX = {x1 + ix2 : x1, x2 ∈ X}.

Then the system (1.2) can be written in the following abstract form in space Xut

vt

 = D

△u

△v

+ L

u

v

 ,

where

D =

d1 0

0 d2

 , L =

 a1 a2

mCb1 mCb2

 ,

and

a1 =
r(K − 2u∗) + r(K − 2u∗)u

2
∗a

2
CRTh

2
CR − aCR(Kv∗ + 2ru∗(−K + 2u∗)ThCR)

K(1 + u∗aCRThCR)2
,

a2 = − u∗aCR

1 + u∗aCRThCR
,

b1 =
v∗αaCR

(1 + u∗aCRThCR)2
,

b2 =
−1− 2v∗β + u∗aCR(α− (1 + 2v∗β)ThCR)

1 + u∗aCRThCR
.

It can be seen from the literature [15],

−φxx = µφ, x ∈ (0, lπ), φx|x=0,lπ = 0,

and the characteristic value of it is µn =
n2

l2
, n ∈ N0 := {0, 1, 2, ...}. The corre-

sponding characteristic function is φn(x) = cos
n

l
x. Let ϕ

φ

 =

∞∑
n=0

an

bn

 cos
n

l
x

be the characteristic function of L+∆ corresponding to the characteristic value λ.
Then we can obtain

Ln

 ϕ

φ

 = λ

 ϕ

φ

 , n ∈ N0,

where

Ln =

a1 − d1
n2

l2
a2

mCb1 mCb2 − d2
n2

l2

 .

It can be seen that the eigenvalue of L +∆ can be given by the eigenvalue of Ln,
with n ∈ N0. Then at the positive equilibrium point E∗(u∗, v∗), we can obtain the
following characteristic equation, that is

λ2 − TRnλ+DETn = 0, n ∈ N0, (3.1)
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where 
µn =

n2

l2
,

TRn = −(d1 + d2)µn + a1 + b2mC ,

DETn = d1d2µ
2
n − (a1d2 + b2d1mC)µn + (a1b2 − a2b1)mC ,

(3.2)

and the eigenvalues of the system (1.2) are given by

λ
(n)
1,2 =

TRn ±
√
TR2

n − 4DETn
2

, n ∈ N0. (3.3)

Then we make the following hypotheses:

(A1) a1 + b2mC < 0.

(A2) a1b2 − a2b1 > 0.

If the assumptions (A1) and (A2) are both valid, then when n = 0, there is TR0 < 0
and DET0 > 0. That is to say, the real parts of the eigenvalues of the system (1.2)
are all less than zero. Therefore, the following theorem is obtained.

Theorem 3.1. Suppose that (A1) and (A2) hold. Then the ordinary differential
equation system corresponding to the system (1.2) is locally asymptotically stable at
the positive equilibrium point E∗(u∗, v∗).

We want to verify whether the per capita mortality of species C can induce
hydra effects in the stable equilibrium of the model. The mathematical conditions
for the emergence of the hydra effect at steady state for unstructured population
models were provided by Cortez and Abrams [6]. Next, these conditions are used
to study our model. The coexistence equilibrium E∗(u∗, v∗) satisfies

ru∗(1−
u∗
K

)− aCRu∗v∗
1 + aCRThCRu∗

= 0,

efRCaCRu∗v∗
1 + aCRThCRu∗

−mCv∗ − qCv
2
∗ = 0.

(3.4)

In the Jacobian matrix, both a2 and b1 have a certain sign, i.e., a2 < 0, b1 > 0.
However, a1 and b2 can change their signs on different parameter spaces. Assume
that the positive equilibrium point E∗(u∗, v∗) is locally asymptotically stable even
when a1 > 0. We then calculate the change in predator species stock with mortality
by differentiating mC in the system (3.4). We can obtain

a1
du∗
dmC

+ a2
dv∗
dmC

= 0,

mCb1
du∗
dmC

+mCb2
dv∗
dmC

= v∗.

(3.5)

Applying Cramer’s rule to the solution of the system (3.5), we can obtain

du∗
dmC

=
−a2v∗

(a1b2 − a2b1)mC
,
dv∗
dmC

=
a1v∗

(a1b2 − a2b1)mC
.
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If the positive equilibrium E∗(u∗, v∗) is locally asymptotically stable, i.e., (A1) and
(A2) hold, and a1 > 0, then we obtain

du∗
dmC

> 0,
dv∗
dmC

> 0.

Thus, it is known that in the steady state, the number of both predator and prey
populations increases with the increase in mortality mC . Moreover, in the steady
state, the number of prey populations always increases (i.e., there is no need to
restrict a1 > 0). Figure 1 verifies our idea. Also, we can obtain the following
theorem.

Theorem 3.2. Predator species experiences hydra effects at stable states, when
a1 > 0.
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Figure 1. The existence of the hydra effect is depicted when the system is in a stable state. The
parameters value are r = 5.01, K = 6.01, aCR = 1.01, ThCR = 1, efRC = 1, qC = 0.01.

3.2. Turing instability and hydra effect
In this section, the existence conditions of the Turing instability are analyzed. Under
the assumptions that (A1) and (A2) are established, it is known from Theorem 3.1
that there is TRn < TR0 < 0 for n ∈ N0. Then when DETn(d2) = d1d2µ

2
n −

(a1d2 + b2d1mC)µn + (a1b2 − a2b1)mC , d2 is selected as the Turing bifurcation line
parameter. Let a1 > 0 and discuss in the following three situations:
Situation 1. d2 ≤ −b2d1mC

a1
,

Situation 2. d2 > −b2d1mC

a1
, and ∆ < 0,

Situation 3. d2 > −b2d1mC

a1
, and ∆ > 0,

where ∆ = (a1d2 + b2d1mC)
2 − 4d1d2(a1b2 − a2b1)mC . After the analysis and

discussion of the above three situations, we can get the following theorem.

Theorem 3.3. Suppose (A1) and (A2) hold. The positive equilibrium E∗(u∗, v∗)
for the system (1.2) is locally asymptotically stable in Situation 1 or Situation 2.
In addition, in Situation 3, if there is no µn(n ∈ N0) satisfying DETn < 0, the
positive equilibrium point E∗(u∗, v∗) for the system (1.2) is locally asymptotically
stable. However, in Situation 3, if there exists at least one µn(n ∈ N0) satisfying
DETn < 0, E∗(u∗, v∗) is Turing unstable.
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Proof. Suppose that (A1) and (A2) hold. Under the condition that the parameters
of Situation 1 or Situation 2 are satisfied, there is TRn < TR0 < 0 for n ∈ N0, then
if DETn > 0(n ∈ N0), the system (1.2) has the eigenvalue of the negative real part.
When the parameter relationship belongs to Situation 3, and there is not n ∈ N0

such that DETn < 0, then a similar method can be used to prove the conclusion.
When the parameter relationship belongs to Situation 3, and there is a n1 ∈ N0 such

that DETn1 < 0, then the real part of the eigenvalue λ(n
1)

1 =
TRn1+

√
TR2

n1−4DETn1

2
of the system (1.2) will be positive, which means that the positive equilibrium point
E∗(u∗, v∗) of the system (1.2) becomes no longer stable. The proof of the theorem
is complete.

As stated in Chen and Zhang [10], we also found the example of the presence of
the hydra effect when Turing instability occurs, as shown in Figure 2.

0 1 2 3 4 5 6 7

x

0.45375

0.4538

0.45385

0.4539

0.45395

0.454

0.45405

0.4541

0.45415

v

m
C

=0.3900

m
C

=0.3905

Figure 2. Spatial distribution of predator population size when the other parameters are fixed at values:
d1 = 0.01, d2 = 2.51, r = 0.25, K = 14.95, aCR = 1.01, ThCR = 1, α = 2.61, β = 0.61, l = 1, x ∈ (0, 2π)
and the predator per capita mortality rate mC is taken to be 0.3900 and 0.3905, respectively.

3.3. Hopf bifurcation
In this section, the existence conditions of the Hopf bifurcation are analyzed. Denote

mC = mn
C =

(d1 + d2)µn − a1
b2

> 0, n ∈ N0. (3.6)

Obviously, DET0(m0
C) = (a1b2 − a2b1)m

0
C > 0 under hypothesis (A2). Denote

Λ = {n ∈ N0|DETn > 0 and mn
C > 0}. (3.7)

After analysis, we can get the following theorem.

Theorem 3.4. If (A2) holds, the system (1.2) undergoes a Hopf bifurcation at the
positive equilibrium point E∗(u∗, v∗) when mC = mn

C , for n ∈ Λ. Moreover, the
bifurcating periodic solution is spatially homogeneous when mC = m0

C and spatially
nonhomogeneous when mC = mn

C for n ∈ Λ and n ̸= 0.
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Proof. Let λn(mn
C) = αn(m

n
C)± iηn(m

n
C), n ∈ Λ, be the roots of Eq.(3.1).

(i) WhenmC = mn
C , we can get TRn(mC) = 0 andDETn(mC) > 0 for n ∈ Λ. Then

λn(m
n
C) = ±i

√
DETn(mn

C) is a pair of pure imaginary roots of the characteristic
equation (3.1) for system (1.2).
(ii) When mC is near mn

C , from Eq.(3.3), we can get

αn(mC)± iηn(mC) =
TRn(mC)±

√
TR2

n(mC)− 4DETn(mC)

2
.

Then we can obtain dαn(mC)
dmC

=
b2
2
< 0. That is to say, for each mn

C , n ∈ Λ, the
transversal condition holds. This completes the proof.

3.4. Turing-Hopf bifurcation
In this section, the existence conditions of the Turing-Hopf bifurcation are analyzed.
For the system (1.2) to undergo a Turing-Hopf bifurcation, the following conditions
need to be satisfied:
(i) When n = 0, the characteristic equation (3.1) for system (1.2) has a pair of pure
imaginary roots ±iω. This phenomenon can be produced when mC = m0

C = −a1

b2
.

(ii) When n > 0, the characteristic equation (3.1) for system (1.2) has a single zero
root. This phenomenon can be produced when DETn = 0.

In this section, we assume (A2) always holds. Denote

dn2 = mC

(
b2d1µn + (a2b1 − a1b2)

µn(−a1 + d1µn)

)
, S = {n ∈ N, a1 − d1µn > 0},

such that

dn∗
2 = m∗

C

(
b2d1µn∗ + (a2b1 − a1b2)

µn∗(−a1 + d1µn∗)

)
= min

n∈S
m∗

C

(
b2d1µn + (a2b1 − a1b2)

µn(−a1 + d1µn)

)
.

From the Theorem 3.4, we can know that the system (1.2) will have a Hopf bi-
furcation at the positive equilibrium point E∗(u∗, v∗), when mC = m0

C = −a1

b2
.

Therefore, m∗
C = −a1

b2
, when n = n∗. dn2 are the Turing bifurcation lines and m∗

C

is the Hopf bifurcation line. When n = n∗, we hope to find the first intersection of
these two types of bifurcation lines in the first quadrant, which is the Turing-Hopf
bifurcation point. After the above analysis, we can get the following theorem.

Theorem 3.5. If the hypothesis (A2) holds, the following conclusions can be drawn:

(i) If S = ∅, the Turing-Hopf bifurcation does not be undergoed for the system
(1.2);

(ii) If S ̸= ∅, the system (1.2) undergoes Turing-Hopf bifurcation at the point
(mC , d2) = (m∗

C , d
n∗
2 ), and the positive equilibrium E∗(u∗, v∗) of the system

(1.2) is locally asymptotically stable for

(mC , d2) ∈ {(mC , d2)|mC > m∗
C , 0 < d2 < mC

(
b2d1µn∗ + (a2b1 − a1b2)

µn∗(−a1 + d1µn∗)

)
}.

Proof. In mC − d2 plane, we define the Turing bifurcation curves as follows:

Ln : dn2 = mC

(
b2d1µn + (a2b1 − a1b2)

µn(−a1 + d1µn)

)
, n ∈ S.
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The Hopf bifurcation curve is H0 : mC = m∗
C .

(i) If S = ∅, then there is no intersection point between Turing bifurcation curves
Ln and the Hopf bifurcation curve H0 in the first quadrant. This indicates that the
system (1.2) does not undergo Turing-Hopf bifurcation.
(ii) If S ̸= ∅, then the Turing bifurcation curve Ln∗ and the Hopf bifurcation curve
H0 intersect at point (m∗

C , d
n∗
2 ). This point is called the Turing-Hopf bifurcation

point. In addition, when

(mC , d2) ∈ {(mC , d2)|mC > m∗
C , 0 < d2 < mC

(
b2d1µn∗ + (a2b1 − a1b2)

µn∗(−a1 + d1µn∗)

)
},

it is easy to prove that TRn < 0 and DETn > 0 for n ∈ N0. Then the positive
equilibrium point E∗(u∗, v∗) is locally asymptotically stable. Next, let us verify
the transversality conditions. Suppose λ1(mC , d2) = α1(mC , d2)+ iη1(mC , d2) with
α1(m

∗
C) = 0, η1(m

∗
C) = ω > 0 when n = 0, and λ2(mC , d2) = α2(mC , d2) +

iη2(mC , d2) with α2(m
∗
C , d

n∗
2 ) = 0, η2(m

∗
C , d

n∗
2 ) = 0 when n = n∗ > 0, then the

following transversality conditions can be obtained:

dRe(λ1(mC , d2))

dmC

∣∣∣∣
mC=−

a1
b2

,H0

=
b2
2
< 0,

dRe(λ2(mC , d2))

dmC

∣∣∣∣
mC=−

a1
b2

,Ln∗

=
−b2d1µn∗ + a1b2 − a2b1

TRn∗

< 0.

This completes the proof.

4. Normal forms for Turing-Hopf bifurcation
In this section, the normal form for the Turing-Hopf bifurcation of the reaction-
diffusion system (1.2) under the positive equilibrium point E∗(u∗, v∗) is computed.
Firstly, we introduce the parameters σ1 and σ2 by letting mC = m∗

C + σ1 and
d2 = dn∗

2 + σ2, which satisfy that the reaction-diffusion system (1.2) will undergo
Turing-Hopf bifurcation at the positive equilibrium point E∗(u∗, v∗), when σ1 = 0
and σ2 = 0. Then the system (1.2) can be transformed into

∂u

∂t
= d1

∂2u

∂x2
+ ru(1− u

K
)− aCRuv

1 + aCRThCRu
,

∂v

∂t
= (dn∗

2 + σ2)
∂2v

∂x2
+ (m∗

C + σ1)v(
αaCRu

1 + aCRThCRu
− 1− βv).

(4.1)

For the system (4.1), E∗(u∗, v∗) is still the positive equilibrium point. By making
the transformations ū = u − u∗ and v̄ = v − v∗ to move E∗(u∗, v∗) to the origin.
After omitting the horizontal bar, the system (4.1) becomes

∂u

∂t
= d1

∂2u

∂x2
+ r(u+ u∗)(1−

u+ u∗
K

)− aCR(u+ u∗)(v + v∗)

1 + aCRThCR(u+ u∗)
,

∂v

∂t
= (dn∗

2 +σ2)
∂2v

∂x2
+(m∗

C+σ1)(v+v∗)(
αaCR(u+ u∗)

1+aCRThCR(u+ u∗)
−1−β(v + v∗)).

(4.2)
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Then according to [15], for the system (4.2), we can get

D(σ) =

d1 0

0 dn∗
2 + σ2

 ,

L(σ) =

 a1 a2

(m∗
C + σ1)b1 (m∗

C + σ1)b2

 ,

F (ϕ, σ) =


r(ϕ1 + u∗)(1−

ϕ1 + u∗
K

)− aCR(ϕ1 + u∗)(ϕ2 + v∗)

1 + aCRThCR(ϕ1 + u∗)
− a1ϕ1 − a2ϕ2

(m∗
C + σ1)(ϕ2 + v∗)(

αaCR(ϕ1 + u∗)

1 + aCRThCR(ϕ1 + u∗)
− 1− β(ϕ2 + v∗))

−(m∗
C + σ1)b1ϕ1 − (m∗

C + σ1)b2ϕ2

 ,

where ϕ = (ϕ1, ϕ2)
T ∈ X. Then, we can obtain

D(0) =

d1 0

0 dn∗
2

 , D1(σ) =

 0 0

0 2σ2

 ,

L(0) =

 a1 a2

m∗
Cb1 m

∗
Cb2

 , L1(σ) =

 0 0

2b1σ1 2b2σ1

 ,

Q(ϕ, ψ) =

α11ϕ1ψ1 + α12(ϕ1ψ2 + ψ1ϕ2) + α13ϕ2ψ2

α21ϕ1ψ1 + α22(ϕ1ψ2 + ψ1ϕ2) + α23ϕ2ψ2

 ,

C(ϕ, ψ, υ) =


β11ϕ1ψ1υ1 + β12(ϕ1ψ1υ2 + ϕ1ψ2υ1 + ϕ2ψ1υ1)

+β13(ϕ1ψ2υ2 + ϕ2ψ1υ2 + ϕ2ψ2υ1) + β14ϕ2ψ2υ2

β21ϕ1ψ1υ1 + β22(ϕ1ψ1υ2 + ϕ1ψ2υ1 + ϕ2ψ1υ1)

+β23(ϕ1ψ2υ2 + ϕ2ψ1υ2 + ϕ2ψ2υ1) + β24ϕ2ψ2υ2

 ,

with

α11 = −2r

K
+

2v∗a
2
CRThCR

(1 + u∗aCRThCR)3
, α12 = − aCR

(1 + u∗aCRThCR)2
, α13 = 0,

α21 = − 2v∗αm
∗
Ca

2
CRThCR

(1 + u∗aCRThCR)3
, α22 =

αm∗
CaCR

(1 + u∗aCRThCR)2
, α23 = −2βm∗

C ,

β11 = − 6v∗a
3
CRTh

2
CR

(1 + u∗aCRThCR)4
, β12 =

2a2CRThCR

(1 + u∗aCRThCR)3
, β13 = β14 = 0,

β21 =
6v∗αm

∗
Ca

3
CRTh

2
CR

(1 + u∗aCRThCR)4
, β22 = − 2αm∗

Ca
2
CRThCR

(1 + u∗aCRThCR)3
, β23 = β24 = 0,

and
ϕ = (ϕ1, ϕ2)

T, ψ = (ψ1, ψ2)
T, υ = (υ1, υ2)

T ∈ X.
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The characteristic matrix corresponding to the system (4.2) is

Dn(λ) =

λ− a1 + d1µn −a2

−m∗
Cb1 λ−m∗

Cb2 + dn∗
2 µn

 , n ∈ N.

According to the Theorem 3.5, λ = ±iω with ω =
√

(a1b2 − a2b1)m∗
C , are eigenval-

ues of D0(λ), and λ = 0 is a simple eigenvalue for Dn∗(λ), with other eigenvalues
having negative real parts. Then, by straightforward calculations, we have

ϕ1 =

 1

d1µn∗ − a1
a2

 , ψ1 =


m∗

Cb1a2
(d1µn∗ − a1)2 +m∗

Cb1a2
a2(d1µn∗ − a1)

(d1µn∗ − a1)2 +m∗
Cb1a2


T

,

ϕ2 =

 1
iω − a1
a2

 , ψ2 =


a2m

∗
Cb1

(iω − a1)2 + a2m∗
Cb1

a2(iω − a1)

(iω − a1)2 + a2m∗
Cb1


T

.

Therefore, Φ = (ϕ1, ϕ2, ϕ̄2) and Ψ = (ψ1, ψ2, ψ̄2)
T satisfying ΦΨ = I3, where I3 is

the identity matrix. By [15], we can compute the following parameters.

a1(σ) =
1

2
ψ1(L1(σ)ϕ1 − µn∗D1(σ)ϕ1),

a200 = a011 = b110 = 0,

b2(σ) =
1

2
ψ2(L1(σ)ϕ2 − 0D1(σ)ϕ2),

a300 =
1

4
ψ1Cϕ1ϕ1ϕ1

+
1

ω
ψ1Re[iQϕ1ϕ2

ψ2]Qϕ1ϕ1
+ ψ1Q

ϕ1(h0
200+

1√
2
h2n∗
200 )

,

a111 = ψ1Cϕ1ϕ2ϕ̄2
+

2

ω
ψ1Re[iQϕ1ϕ2

ψ2]Qϕ2ϕ̄2
+ ψ1(Q

ϕ1(h0
011+

1√
2
h2n∗
011 )

+Qϕ2h
n∗
101

+Qϕ̄2h
n∗
110

),

b210 =
1

2
ψ2Cϕ1ϕ1ϕ2

+
1

2iω
ψ2(2Qϕ1ϕ1

ψ1Qϕ1ϕ2
+ (−Qϕ2ϕ2

ψ2 +Qϕ2ϕ̄2
ψ̄2)Qϕ1ϕ1

)

+ ψ2(Qϕ1h
n∗
110

+Qϕ2h0
200

),

b021 =
1

2
ψ2Cϕ2ϕ2ϕ̄2

+
1

4iω
ψ2

(
2

3
Qϕ̄2ϕ̄2

ψ̄2Qϕ2ϕ2
+ (−2Qϕ2ϕ2

ψ2 + 4Qϕ2ϕ̄2
ψ̄2)Qϕ2ϕ̄2

)
+ ψ2(Qϕ2h0

011
+Qϕ̄2h0

020
),

where

h0200 = −1

2
L−1(0)Qϕ1ϕ1

+
1

2ωi
(ϕ2ψ2 − ϕ̄2ψ̄2)Qϕ1ϕ1

,

h2n∗
200 = − 1

2
√
2
[L(0)− 4µn∗D(0)]−1Qϕ1ϕ1

,

h0011 = −L−1(0)Qϕ2ϕ̄2
+

1

ωi
(ϕ2ψ2 − ϕ̄2ψ̄2)Qϕ2ϕ̄2

,
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h0020 =
1

2
[2iωI − L(0)]−1Qϕ2ϕ2 −

1

2ωi

(
ϕ2ψ2 +

1

3
ϕ̄2ψ̄2

)
Qϕ2ϕ2 ,

hn∗
110 = [iωI − (L(0)− diag(−µn∗ ,−dn∗µn∗))]

−1Qϕ1ϕ2
− 1

ωi
ϕ1ψ1Qϕ1ϕ2

,

h0002 = h0020, h
n∗
101 = hn∗

110, h
2n∗
011 = 0.

According to [15], the normal form restricted to the third order on the central
manifold of the reaction-diffusion system (1.2) at the Turing-Hopf singularity is

ż1 = a1(σ)z1 + a200z
2
1 + a011z2z̄2 + a300z

3
1 + a111z1z2z̄2 + o(|z|4),

ż2 = iωz2 + b2(σ)z2 + b110z1z2 + b210z
2
1z2 + b021z

2
2 z̄2 + o(|z|4),

˙̄z2 = −iωz̄2 + b̄2(σ)z̄2 + b̄110z1z̄2 + b̄210z
2
1 z̄2 + b̄021z2z̄2

2 + o(|z|4).

(4.3)

Through the parameter transformation z1 = r, z2 = ρcosθ − iρ sin θ, the normal
form Eq.(4.3) can be rewritten into real coordinates form (the third-order term is
truncated and the azimuth angle is removed item θ) ṙ = a1(σ)r + a300r

3 + a111rρ
2,

ρ̇ = Re(b2(σ))ρ+Re(b210)ρr
2 +Re(b021)ρ

3.
(4.4)

5. Numerical simulations
In this section, we perform the numerical simulations. Taking r = 0.25,K =
14.95, aCR = 1.01, ThCR = 1, α = 2.61, β = 0.61, d1 = 0.01, l = 1, we have

∂u

∂t
= 0.01

∂2u

∂x2
+ 0.25u(1− u

14.95
)− 1.01uv

1 + 1.01u
,

∂v

∂t
= d2

∂2v

∂x2
+mCv(

2.61 ∗ 1.01u
1 + 1.01u

− 1− 0.61v).

(5.1)

Through calculation, we get the unique positive equilibrium point E∗(u∗, v∗) ≈
(0.9483, 0.4539). And a1 ≈ 0.0987, a2 ≈ −0.4892, b1 ≈ 0.3121, b2 ≈ −0.2769, then
hypothesis (A2) holds. In addition, S = {1, 2, 3},m∗

C ≈ 0.3565, n∗ = 2, dn∗
2 ≈

0.2072.
H0 : mC = m∗

C ≈ 0.3565,

is the Hopf bifurcation curve in mC − d2 plane.

Ln : dn2 = mC

(
b2d1µn + (a2b1 − a1b2)

µn(−a1 + d1µn)

)
, n ∈ S,

are the Turing bifurcation curves. Then, the normal form restricted on center
manifold for the reaction-diffusion system (5.1) at Turing-Hopf singularity is

ż1 =(−0.1571σ1 + 0.2702σ2)z1 − 0.0229z31 + 0.0304z1z2z̄2 + o(|z|4),
ż2 =0.2114iz2 + (−0.1384 + 0.2965i)σ1z2 − (0.0374 + 0.0395i)z21z2

− (0.0185 + 0.0824i)z22 z̄2 + o(|z|4),
˙̄z2 =− 0.2114iz̄2 + (−0.1384− 0.2965i)σ1z̄2 − (0.0374− 0.0395i)z21 z̄2

− (0.0185− 0.0824i)z2z̄2
2 + o(|z|4).
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Then we have ṙ = (−0.1571σ1 + 0.2702σ2)r − 0.0229r3 + 0.0304rρ2,

ρ̇ = −0.1384σ1ρ− 0.0374ρr2 − 0.0185ρ3.
(5.2)

Considering ρ > 0, from [15], the system (5.2) has the following equilibrium points

A0 = (0, 0),

A±
1 = (±

√
−6.8495σ1 + 11.7833σ2, 0), for − 6.8495σ1 + 11.7833σ2 > 0,

A2 = (0,
√
−7.5000σ1), for σ1 < 0,

A±
3 = (±

√
−4.5543σ1 + 3.1950σ2,

√
1.7306σ1 − 6.4757σ2),

for − 4.5543σ1 + 3.1950σ2 > 0 and 1.7306σ1 − 6.4757σ2 > 0.

By [15], we know:
A0 is the coexistence equilibrium;
A±

1 are spatially inhomogeneous steady states;
A2 is spatially homogeneous periodic solution;
A±

3 are spatially inhomogeneous periodic solutions.
Then, the following critical bifurcation curves can be obtained.

H0 : σ1 = 0,

T : σ2 = 0.5813σ1,

T1 : σ2 = 1.4254σ1, σ1 ≤ 0,

T2 : σ2 = 0.2672σ1, σ1 ≤ 0.

From Figure 3, it can be seen that the first intersection of the Turing curves
Ln and the Hopf curve H0 with (mC , d2) = (m∗

C , d
n∗
2 ) is chosen as the Turing-

Hopf bifurcation point. Therefore, the system (5.1) undergoes the Turing-Hopf
bifurcation at the point (m∗

C , d
n∗
2 ) = (0.3565, 0.2072). Then, the parameter plane

partition diagram and phase diagram can be obtained, as shown in Figure 4.
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Figure 3. Turing-Hopf bifurcation point (m∗
C , dn∗

2 ) in mC − d2 plane.

After analysis, for each area, we come to the following conclusions.
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Figure 4. The bifurcation set (a) and the phase portraits (b) for Turing-Hopf bifurcation of the system
(5.1).

Proposition 5.1. For given r = 0.25, K = 14.95, aCR = 1.01, ThCR = 1,
α = 2.61, β = 0.61, d1 = 0.01, l = 1, the bifurcation curves H0, T , T1, T2
divide the parameter plane σ1-σ2 into six regions D1-D6. For each region, different
dynamic phenomenon are generated by the system (1.2). The following results can
be obtained.

(1) When (σ1, σ2) ∈ D1, the system (1.2) has a locally asymptotically stable
positive equilibrium point E∗(u∗, v∗) (see Figure 5). Conversely, when (σ1, σ2) /∈ D1,
the positive equilibrium point E∗(u∗, v∗) becomes unstable.

(2) When (σ1, σ2) ∈ D2, the system (1.2) has a pair of stable spatially inhomo-
geneous steady states (see Figure 6). The spatial patterns and bistability are shown
by the system (1.2).

(3) When (σ1, σ2) ∈ D3, there is a pair of stable spatially inhomogeneous steady
states and an unstable spatially homogeneous periodic solution for the system (1.2)
(see Figure 7).

(4) When (σ1, σ2) ∈ D4, there is a pair of stable spatially inhomogeneous periodic
solutions, a pair of unstable spatially inhomogeneous steady states and an unstable
spatially homogeneous periodic solution (see Figure 8).

(5) When (σ1, σ2) ∈ D5, there is a pair of stable spatially inhomogeneous periodic
solutions and an unstable spatially homogeneous periodic solution (see Figure 10).

(6) When (σ1, σ2) ∈ D6, the system (1.2) has a stable spatially homogeneous
periodic solution (see Figure 12).

Figure 5. When (σ1, σ2) = (1, 0) lies in region D1, the positive equilibrium point E∗(u∗, v∗) =
(0.9483, 0.4539) is asymptotically stable and u(x, 0) = 0.94, v(x, 0) = 0.45 is the initial value.
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(a) The initial value is u(x, 0) = 0.948292462 − 0.05cos(2x), v(x, 0) = 0.453859373 + 0.05cos(2x).

(b) The initial value is u(x, 0) = 0.948292462 + 0.05cos(2x), v(x, 0) = 0.453859373 − 0.05cos(2x).

Figure 6. When (σ1, σ2) = (1, 1) lies in region D2, the positive equilibrium point E∗(u∗, v∗) =
(0.9483, 0.4539) is unstable and there are two stable spatially inhomogeneous steady states like cos(2x).

(a) The initial value is u(x, 0) = 0.948292462 − 0.01cos(2x), v(x, 0) = 0.453859373 + 0.01cos(2x).

(b) The initial value is u(x, 0) = 0.948292462 + 0.01cos(2x), v(x, 0) = 0.453859373 − 0.01cos(2x).

Figure 7. When (σ1, σ2) = (−0.1, 0) lies in region D3, the positive equilibrium point E∗(u∗, v∗) =
(0.9483, 0.4539) is unstable and there are two stable spatially inhomogeneous steady states like cos(2x).
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(a) (b)

(c) (d)

Figure 8. When (σ1, σ2) = (−0.1,−0.04) lies in region D4, the positive equilibrium point E∗(u∗, v∗) =
(0.9483, 0.4539) is unstable and there are stable spatially inhomogeneous periodic solutions. The initial
value is u(x, 0) = 0.948292462+ sin(2x), v(x, 0) = 0.453859373. (a) and (b) are transient behaviours for
u and v, respectively; (c) and (d) are long-term behaviours for u and v, respectively.

(a) (b)

Figure 9. (a) and (b) are the projections of Fig.8 (c) and (d) in the x − t plane, respectively.
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(a) (b)

(c) (d)

Figure 10. When (σ1, σ2) = (−0.1,−0.1) lies in region D5, the positive equilibrium point E∗(u∗, v∗) =
(0.9483, 0.4539) is unstable and there are stable spatially inhomogeneous periodic solutions. The initial
value is u(x, 0) = 0.948292462+ sin(3x), v(x, 0) = 0.453859373. (a) and (b) are transient behaviours for
u and v, respectively; (c) and (d) are long-term behaviours for u and v, respectively.

(a) (b)

Figure 11. (a) and (b) are the projections of Fig.10 (c) and (d) in the x − t plane, respectively.

Figure 12. When (σ1, σ2) = (−0.1,−0.2) lies in region D6, the positive equilibrium point E∗(u∗, v∗) =
(0.9483, 0.4539) is unstable and there is a stable spatially homogeneous periodic solution. The initial
value is u(x, 0) = 0.948292462 + 0.1, v(x, 0) = 0.453859373 − 0.1.
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6. Conclusions
In this paper, we consider a diffusive predator-prey model with Holling II func-
tional response. We obtain many interesting results. Mathematically, we analyze
the existence and stability conditions for all feasible equilibrium points of the model,
and give conditions for the existence of the Turing instability, the Hopf bifurcation
and the Turing-Hopf bifurcation, by selecting d2 and mC as the Turing and Hopf
bifurcation parameters, respectively. We also give the conditions required for the
steady-state hydra effects to be able to occur (Theorem 3.2). In addition, we calcu-
late the normal form for the Turing-Hopf bifurcation of the system (1.2) and divide
the parameter plane σ1-σ2 into six regions D1-D6. We analyze each region and find
that the system exhibits different spatio-temporal dynamics in different regions,
such as spatially non-homogeneous steady-state solutions, spatially homogeneous
periodic solutions, and spatially non-homogeneous periodic solutions. Ecologically,
the ecological theory obtained in this study may be useful for conservation policy
and ecological balance management. In the steady state, the hydra effect can be
made to occur in the population by regulating a1 to achieve the purpose of in-
creasing the predator population size. In addition, predator population size can be
improved by adjusting the spatial distribution of predators. Finally, according to
the increase of different small perturbations to the predator mortality can make the
predator and prey populations exhibit different equilibrium states to improve the
corresponding population size to achieve the ideal population size stability state.
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