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Abstract In this paper, an asymptotic method for nonlinear singular singu-
larly perturbed boundary value problems with discontinuous right-hand side
is investigated. We not only show existence of a solution with a step-like con-
trast structure, but also construct an asymptotic expansion of the solution.
In addition, remainder estimation of the approximate solution is also given.
Finally, an example is used to verify the correctness of the above theory.
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1. Introduction
Many phenomena in physics, biology, chemistry and so on can be described by singu-
larly perturbed problems associated with various types of discontinuous equations.
Thus the singularly perturbed problems with discontinuous right-hand side have
been discussed by many scholars [1, 2, 5, 12–14]. Ding et al. [2] gave an asymptotic
solution for a class of singularly perturbed semi-linear boundary value problems with
discontinuous functions. Nefedov and Ni [5] developed asymptotic methods for a
one-dimensional stationary reaction-diffusion equation in which the term describing
reaction undergoes a discontinuity at some point.

The above researches usually require that there are only non-zero eigenvalues
for the degenerate equations. To weaken this assumption, the singular singularly
perturbed problems have been discussed by many experts [7, 8, 10, 11]. O’Malley
and Flaherty [7] and Vasil’eva and Butuzov [10] investigated asymptotic methods
for the nonlinear singular singularly perturbed initial value problem. Vasil’eva and
Butuzov [10] also discussed the asymptotic solution for a class of singular singu-
larly perturbed boundary value problem, and proved the consistent validity of the
asymptotic expansion. Schmeiser and Weiss [8] constructed an asymptotic solution
for nonlinear singular singularly perturbed boundary value problems, and estimated
the remainder by the principle of squeezing mapping.
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The motivation of this paper is to study the asymptotic analysis of the non-
linear singular singularly perturbed problems with discontinuous right-hand side.
Since the discontinuity of the right-hand side, solutions of the problems will change
drastically in a short period of time. For simplicity, we assume that the problems
have only one discontinuity point. The case of multiple discontinuity points can
be analyzed by the similar method. We divide the problems into two parts at the
discontinuity point, and study the asymptotic solutions of the two parts, which is
inspired from the methods in [6]. Owing to the degenerate problems of the two
parts have zero eigenvalue, some commonly used tools are not available, such as:
the method of boundary layer functions [9] and the Fenichel’s theorem [3], etc. In
order to solve this problem, the method of boundary layer function [10] is used for
the asymptotic solutions of the two parts.

The rest of the paper is structured as follows: In section 2, the nonlinear singular
singularly perturbed problem with discontinuous right-hand side is formulated. In
section 3, associated systems and assumptions are given to construct the asymptotic
solution of the problem. In section 4, the asymptotic solution with a step-like
contrast structure is constructed. In section 5, results for existence of the solution
and estimations of remainders are presented. Finally, an example is given to verify
the correctness of the above theory.

2. Statement of the Problem
Consider the nonlinear singular singularly perturbed problem

µ
dx

dt
= f(x, t, µ),

Ax(0, µ) = Ax0, Bx(1, µ) = Bx1,
(2.1)

where 0 < µ≪ 1 is a small parameter,

f(x, t, µ) =

 f (−)(x, t, µ), 0 < t < t0,

f (+)(x, t, µ), t0 ⩽ t < 1,

f (∓) : Rn × R× R → Rn, x ∈ Rn

and
A = diag(Es, 0, Ec), B = diag(0, Eu, 0), s+ u+ c = n

are (n× n)-order matrices, Ea is the a-dimensional identity matrix. The functions
f (∓)(x, t, µ) are sufficiently smooth in the domain D = D(−) ∪D(+), where

D(−) =
{
(x, t)

∣∣ |xi| ⩽ q, i = 1, · · · , n, 0 ⩽ t ⩽ t0
}
,

D(+) =
{
(x, t)

∣∣ |xi| ⩽ q, i = 1, · · · , n, t0 ⩽ t ⩽ 1
}
,

with q is some positive number. In addition, the functions f (∓)(x, t, µ) are satisfied

lim
t→t0

f (−)(x, t, µ) ̸= f (+)(x, t0, µ), x ∈ D

at point t0.
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The solution of system (2.1) is a function

x(t, µ) ∈ C[0, 1] ∩ C1((0, t0) ∪ (t0, 1)).

The following assumption is given to construct asymptotic approximation for solu-
tion u(t, µ) of problem (2.1).

Assumption 2.1. The degenerate problem

f(x, t, 0) = 0

has a family of solution of the form

x =

 φ(−)
(
α(−)(t), t

)
= φ(−)

(
α
(−)
1 (t), · · · , α(−)

c (t), t
)
, 0 ⩽ t < t0,

φ(+)
(
α(+)(t), t

)
= φ(+)

(
α
(+)
1 (t), · · · , α(+)

c (t), t
)
, t0 ⩽ t ⩽ 1,

where φ(∓)
(
α(∓)(t), t

)
satisfy

(1) φ(∓)
(
α(∓)(t), t

)
are sufficiently smooth in the domain D,

(2) φ
(∓)
α

(
α(∓)(t), t

)
have constant rank c.

And the eigenvalues λ(∓)
i of f (∓)

x

(
φ(∓)(α(∓(t), t), t, 0

)
satisfy

λ
(∓)
i < 0, i = 1, · · · , s,

λ
(∓)
i > 0, i = s+ 1, · · · , s+ u,

λ
(∓)
i = 0, i = s+ u+ 1, · · · , n.

The asymptotic solution to the problem (2.1) will be constructed by the above
assumption.

3. Associated Systems
In order to construct the zeroth-order asymptotic solution, associated systems

dx̃(∓)

dτ̃
= f (∓)

(
x̃(∓), t̃, 0

)
, −∞ < τ̃ <∞ (3.1)

of problem (2.1) are constructed, where t̃ ∈ [0, 1] is temporarily fixed. Obviously,
the equilibrium point of the associated system is x̃(∓) = φ(∓)

(
α(∓)

(
t̃
)
, t̃
) (

denoted
as M (∓)

(
t̃
))

. By Assumption 2.1 and [4, P548], through this equilibrium point
M (∓)

(
t̃
)

there passes a stable manifold W s
(
M (∓)

(
t̃
))

of dimension s of the form

W s
(
M (∓)

(
t̃
))

=

 (
x̃(∓)
s , x̃(∓)

u , x̃(∓)
c

) ∣∣∣∣∣ x̃u = ϕ
(∓)
u

(
x̃
(∓)
s , α(∓)

)
,

x̃
(∓)
c = ϕ

(∓)
c

(
x̃s, α

(∓)
)


and an unstable manifold Wu
(
M (∓)

(
t̃
))

of dimension u of the form

Wu
(
M (∓)

(
t̃
))

=

 (
x̃(∓)
s , x̃(∓)

u , x̃(∓)
c

) ∣∣∣∣∣ x̃
(∓)
s = ψ

(∓)
s

(
x̃
(∓)
u , α(∓)

)
,

x̃
(∓)
c = ψ

(∓)
c

(
x̃u, α

(∓)
)
 ,
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where x̃s is the first s components of the vector x̃, x̃c is the middle c components of
the vector x̃, x̃u is the last u components of the vector x̃, and ϕ(∓)

u , ϕ(∓)
c , ψ(∓)

s and
ψ
(∓)
c have the similar meaning. Moreover, ϕ(∓)

u , ϕ(∓)
c , ψ(∓)

s and ψ(∓)
c are sufficiently

smooth functions. If x̃ ∈W s
(
M (∓)

(
t̃
))

then

||x̃(τ)|| ≤ Ce−κτ , τ ⩾ 0.

If x̃ ∈Wu
(
M (∓)

(
t̃
))

then

||x̃(τ)|| ≤ Ceκτ , τ ⩽ 0.

Here and in the following, the parameters C and κ are some positive numbers, which
can be different in different inequalities. Let

x̃(−)(0) = x̃
(−)
0 , x̃(+)(0) = x̃

(+)
0 .

The following assumptions are made to construct zeroth-order asymptotic solution
of (2.1) .

Assumption 3.1. We assume

A
(
x̃
(−)
0 − φ(−)

(
α(−) (0) , 0

))
∈W s

(
M (∓) (0)

)
,

B
(
x̃
(+)
0 − φ(+)

(
α(+) (1) , 1

))
∈Wu

(
M (∓) (1)

)
.

Assumption 3.2. We assume
∆x̃(∓) = 0

have a solution α(−)(0) = α
(−)
0 and α(+)(t0) = α

(+)
0 , respectively, where

∆x̃(−) =x̃
(−)
0,c − φ(−)

c

(
α(−)(0), 0

)
− ϕ(−)

c

(
x̃
(−)
0,s − φ(−)

s

(
α(−)(0), 0

)
, α(−)

)
,

∆x̃(+) =x̃
(+)
0,c − φ(+)

c

(
α(+)(t0), t0

)
− ϕ(+)

c

(
x̃
(+)
0,s − φ(+)

s

(
α(+)(t0), t0

)
, α(+)

)
,

moreover,

d∆x̃(−)

dα(−)(0)

∣∣∣∣∣
α(−)(0)=α

(−)
0

̸= 0,
d∆x̃(+)

dα(+)(0)

∣∣∣∣∣
α(+)(t0)=α

(+)
0

̸= 0.

Let h(∓)
(
α(∓)(t), t

)
are the c× n matrix whose rows are the eigenvectors

h
(∓)
i

(
α(∓)(t), t

)
, i = 1, · · · , c of the adjoint matrix

[
f
(∓)
x

(
φ(∓)

(
α(∓)(t), t

)
, t, 0

)]∗
corresponding to the zero eigenvalue.

Assumption 3.3. Let problems

d

dt
α(∓)(t) =

(
h(∓)

(
α(∓)(t), t

)
φ(∓)
α (t)

)−1

h(∓)
(
α(∓)(t), t

)(
f̄ (∓)
µ (t)− φ

(∓)
t (t)

)
with the initial conditions α(∓)(t0) = α

(∓)
0 have unique solutions.

The following assumptions are given to satisfy the continuity of the solution.
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Assumption 3.4. Let system (3.1) has n− 1 independent first integrals

Φi

(
x̃
(∓)
1 , x̃

(∓)
2 , · · · , x̃(∓)

n , t0

)
= Ci, i = 1, 2, · · · , n− 1.

Then

Φi

(
x̃
(∓)
1 , x̃

(∓)
2 , · · · , x̃(∓)

n , t0

)
= Φi

(
φ(∓)

(
α(∓) (t0) , t0

)
, t0

)
, i = 1, 2, · · · , n− 1

are the trajectory passing through the point M (∓) (t0), and can be expressed as:

x̃
(∓)
i = X

(
x̃
(∓)
1

)
, i = 2, · · · , n.

Assumption 3.5.
d

dx̃
(−)
0

(
x̃(−)(0)− x̃(+)(0)

)
̸= 0.

The asymptotic solution of (2.1) is constructed by the above assumptions in the
next section.

4. Construction of Formal Asymptotic Representa-
tion

The main idea of the following asymptotic analysis is to divide the problem (2.1)
at the discontinuity point t = t0 into two parts. By the method of boundary layer
function [10], asymptotic solutions on the interval [0, t0] and [t0, 1] are constructed,
respectively. And the asymptotic solutions will be smoothly sewn together at the
discontinuity point t = t0 by the matching method. We consider the following left
boundary value problem:

µ
dx(−)

dt
= f (−)

(
x(−), t, µ

)
, 0 < t < t0,

Ax(−)(0, µ) = Ax0, Bx(−)(t0, µ) = Bx∗,

(4.1)

and right boundary value problem:

µ
dx(+)

dt
= f (+)

(
x(+), t, µ

)
, t0 < t < 1,

Ax(+)(t0, µ) = Ax∗, Bx(+)(1, µ) = Bx1,

(4.2)

where the undetermined function x∗ is expressed in explicit form:

x∗ = x∗0 + µx∗1 + · · ·+ µkx∗k + · · · .

The formal asymptotic solutions of the problems (4.1) and (4.2) are constructed as
follows:

x(−)(t, µ) =Lx(τ0, µ) + x̄(−)(t, µ) +Q(−)x(τ, µ),

x(+)(t, µ) =Q(+)x(τ, µ) + x̄(+)(t, µ) +Rx(τ1, µ),
(4.3)
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where

x̄(∓)(t, µ) = x̄
(∓)
0 (t) + µx̄

(∓)
1 (t) + · · ·+ µkx̄

(∓)
k (t) + · · · ,

Lx(τ0, µ) = L0x(τ0) + µL1x(τ0) + · · ·+ µkLkx(τ0) + · · · ,

Q(∓)x(τ, µ) = Q
(∓)
0 x(τ) + µQ

(∓)
1 x(τ) + · · ·+ µkQ

(∓)
k x(τ) + · · · ,

Rx(τ1, µ) = R0x(τ1) + µR1x(τ1) + · · ·+ µkRkx(τ1) + · · · ,
τ0 = tµ−1, τ = (t− t0)µ

−1, τ1 = (t− 1)µ−1

(4.4)

with the functions x̄(∓)
k (t), k ⩾ 0 are regular series, Lkx(τ0)

(
resp. Rkx(τ1)

)
, k ⩾ 0

are boundary layer series in a neighborhood of t = 0(resp. t = 1), Q(−)
k x(τ)

(
resp.

Q
(+)
k x(τ)

)
, k ⩾ 0 are internal layer series in the left (resp. right) neighborhood the

point t = t0. At the same time, the boundary layer functions and internal layer
functions satisfy Lkx(+∞) = 0, Q(∓)

k x(∓∞) = 0, Rkx(−∞) = 0, k ⩾ 0. Moreover,
solutions x(∓)(t, µ) should satisfy the following continuity condition

x(−)(t0, µ) = x(+)(t0, µ) (4.5)

at point t0. According to the method of boundary layer function [10], we substitute
(4.3) into (4.1) and (4.2) and separate them into three parts according to the scale
variables t, τ0, τ and τ1 to get

µ
d

dt
x̄(∓)(t, µ) =f̄ (∓),

d

dτ0
Lx(τ0, µ) = Lf,

d

dτ
Q(∓)x(τ, µ) =Q(∓)f,

d

dτ1
Rx(τ1, µ) = Rf,

(4.6)

where

f̄ (∓) = f (∓)
(
x̄(∓)(t, µ), t, µ

)
,

Lf = f (−)
(
x̄(−)(µτ0, µ) + Lx(τ0, µ), µτ0, µ

)
− f (−)

(
x̄(−)(µτ0, µ), µτ0, µ

)
,

Q(∓)f = f (∓)
(
x̄(∓)(µτ + t0, µ) +Q(∓)x(τ, µ), µτ + t0, µ

)
− f (∓)

(
x̄(∓)(µτ + t0, µ), µτ + t0, µ

)
,

Rf = f (+)
(
x̄(+)(µτ1 + 1, µ) +Rx(τ1, µ), µτ1 + 1, µ

)
− f (+)

(
x̄(+)(µτ1 + 1, µ), µτ1 + 1, µ

)
.

The functions f (∓), Lf , Q(∓)f and Rf can be written as power series of µ by sub-
stituting formal asymptotic series (4.4) into (4.6), and terms with different powers
of µ should match, then the equations to determine x̄(∓)

k (t), Lkx(τ0), Q(∓)
k x(τ) and

Rkx(τ1), k ⩾ 0 will be got. The following boundary conditions are required to
determine functions Lkx(τ0), Q(∓)

k x(τ) and Rkx(τ1), k ⩾ 0,

Ax̄(−)(0, µ) +ALx(0, µ) = Ax0, Bx̄(−)(t0, µ) +BQ(−)x(0, µ) = Bx∗,

Ax̄(+)(t0, µ) +AQ(+)x(0, µ) = Ax∗, Bx̄(+)(1, µ) +BRx(0, µ) = Bx1.
(4.7)
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The boundary value conditions of functions Lkx(τ0), Q(∓)
k x(τ) and Rkx(τ1), k ⩾ 0

are derived by substituting (4.4) into (4.7) and comparing the same power of µ.

4.1. Zeroth-order Asymptotic Solution
Firstly, the equations for x̄(∓)

0 (t) can be written out in the form

f (∓)
(
x̄
(∓)
0 , t, µ

)
= 0.

By Assumption 2.1, we get

x̄
(∓)
0 = φ(∓)

(
α(∓) (t) , t

)
,

where the functions α(∓)(t) are unknown now.
The problem of L0x(τ0) is written in explicit form as

dL0x

dτ0
= f (−)

(
φ(−)

(
α(−)(0), 0

)
+ L0x, 0, 0

)
,

AL0x(0) = Ax0 −Aφ(−)
(
α(−)(0), 0

)
, L0x(+∞) = 0.

(4.8)

The above problem can be turned into the associated system by scaling transforma-
tions x̃(τ0) = φ(−)

(
α(−)(0), 0

)
+L0x(τ0). The coefficient L0x(τ0) can be determined

by Assumption 3.1, and satisfy

||L0x(τ0)|| ⩽ Ce−κτ0 , τ0 ⩾ 0.

However, function α(−)(0) in (4.8) is still an arbitrary vector. Condition L0x(+∞) =
0 will is satisfied by the arbitrariness of α(−)(0). From the discussion about the as-
sociated system in the previous section, it can be seen that

x0c − φ(−)
c

(
α(−)(0), 0

)
= ϕ(−)

c

(
x0s − φ(−)

s

(
α(−)(0), 0

)
, α(−)

)
. (4.9)

We get α(−)(0) = α
(−)
0 by Assumption 3.2, implicit function theorem and (4.9).

The function α(−)(t) will be determined by the solvability condition of x̄(−)
1 . And

the problem of x̄(−)
1 is written in explicit form as

f̄ (−)
x (t)x̄

(−)
1 = φ(−)

α (t)
dα(−)(t)

dt
+ φ

(−)
t (t)− f̄ (−)

µ (t), (4.10)

where

f̄ (−)
x (t) = f (−)

x

(
φ(−)

(
α(−)(t), t

)
, t, 0

)
, f̄ (−)

µ (t) = f (−)
µ

(
φ(−)

(
α(−)(t), t

)
, t, 0

)
.

For the solvability of problem (4.10), the right-hand side is orthogonal to the eigen-
vectors h(−)

i

(
α(−)(t), t

)
, i = 1, · · · , c of the adjoint matrix

(
f̄
(−)
x (t)

)∗
corresponding

to the eigenvalue λ = 0. The orthogonality condition can be written as

dα(−)(t)

dt
=

(
h(−)

(
α(−)(t), t

)
φ(−)
α (t)

)−1

h(−)
(
α(−)(t), t

)(
f̄ (−)
µ (t)− φ

(−)
t (t)

)
,
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where h(−)
(
α(−)(t), t

)
are the c× n matrix whose rows are the eigenvectors

h
(−)
i

(
α(−)(t), t

)
, i = 1, · · · , c. We get α(−)(t) by the Assumption 3.3. Here x̄(−)

0 (t)
and L0x(τ0) are fully determined.

The problems about internal layer functions Q(∓)
0 x(τ) are represented as

dQ
(∓)
0 x

dτ
= f (∓)

(
φ(∓)

(
α(∓)(t0), t0

)
+Q

(∓)
0 x, t0, 0

)
,

D(∓)Q
(∓)
0 x(0) = D(∓)x∗0 −D(∓)φ(∓)

(
α(∓)(t0), t0

)
, Q

(∓)
0 x(∓∞) = 0,

(4.11)

where
D(−) = B, D(+) = A.

By the continuity condition (4.5) and the following scaling transformation

x̂(∓)(τ) = Q
(∓)
0 x(τ) + φ(∓)

(
α(∓)(t0), t0

)
,

(4.11) can be written as
dx̂(τ)

dτ0
= f (x̂(τ), t0, 0) ,

x̂(∓∞) = φ(∓)
(
α(∓)(t0), t0

)
,

where

x̂(τ) =

{
x̂(−)(τ), τ < 0,

x̂(+)(τ), τ ⩾ 0.

From the Assumption 3.4, the problem

x̂
(−)
i (0) = x̂

(+)
i (0), i = 1, 2, · · · , n (4.12)

containing the unknown quantities α(+)(t0) and x∗0 can be obtained. Using the
Assumption 3.2 and the last c equations

x̂
(−)
i (0) = x̂

(+)
i (0), i = n− c+ 1, n− c+ 2, · · · , n,

we can find α(+) (t0, x
∗
0). Substituting α(+) (t0, x

∗
0) into (4.12), x∗0 can be found by

Assumptions 3.5 and implicit function theorem.
Similarly, the problem about α(+)(t) is represented as

dα(+)(t)

dt
=

(
h(+)

(
α(+)(t), t

)
φ(+)
α (t)

)−1

h(+)
(
α(+)(t), t

)(
f̄ (+)
µ (t)− φ

(+)
t (t)

)
.

The function α(+)(t) will be determined by the Assumption 3.3. Thus the functions
x̄
(∓)
0 (t), L0x(τ0) and Q(∓)

0 x(τ) are fully determined. The final study is the problem
of R0x(τ1),

dR0x

dτ1
= f (+)

(
φ(+)

(
α(+)(1), 1

)
+R0x, 1, 1

)
,

BR0x(1) = Bx0 −Bφ(+)
(
α(+)(1), 1

)
, R0x(−∞) = 0.

The coefficient R0x(τ1) can be determined by the associated system and the As-
sumption 3.1, and satisfy

||R0x(τ1)|| ⩽ Ceκτ1 , τ1 ⩽ 0.

The zeroth-order terms in the asymptotic solution (4.3) are all determined so far.
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4.2. First-order Approximate Solutions
Next, we will discuss the first-order term of the asymptotic solution (4.3). For
functions x̄(∓)

1 (t), we have

f̄ (∓)
x (t)x̄

(∓)
1 = φ(∓)

α (t)
dα(∓)(t)

dt
+ φ

(∓)
t (t)− f̄ (∓)

µ (t).

The solutions of the above problem are

x̄
(∓)
1 = φ(∓)

α (t)β(∓)(t) + x̄
(∓)
1p ,

where β(∓)(t) are temporarily arbitrary and x̄(∓)
1p are special solutions of the above

problems. Similar to the process of determining α(∓)(t), β(∓)(t) can be determined
by the solvability condition of x̄(∓)

2 .
For the functions L1x(τ0), Q(∓)

1 x(τ) and R1x(τ1), we have the following prob-
lems:

dL1x

dτ0
= f (−)

x

(
φ(−)

(
α(−)(0), 0

)
+ L0x, 0, 0

)
L1x+ gL1 (τ0),

AL1x(0) = −Ax̄(−)
1 (0), L1x(+∞) = 0,

(4.13)

dQ
(−)
1 x

dτ
= f (−)

x

(
φ(−)

(
α(−)(t0), t0

)
+Q

(−)
0 x, t0, 0

)
Q

(−)
1 x+ g

(−)
1 (τ),

BQ
(−)
1 x(0) = Bx∗1 −Bx̄

(−)
1 (t0), Q

(−)
1 x(−∞) = 0,

(4.14)

dQ
(+)
1 x

dτ
= f (+)

x

(
φ(+)

(
α(+)(t0), t0

)
+Q

(+)
0 x, t0, 0

)
Q

(+)
1 x+ g

(+)
1 (τ),

AQ
(+)
1 x(0) = Ax∗1 −Ax̄

(−)
1 (t0), Q

(+)
1 x(+∞) = 0,

(4.15)

and
dR1x

dτ1
= f (+)

x

(
φ(+)

(
α(+)(1), 1

)
+R0x, 1, 0

)
R1x+ gR1 (τ1),

BR1x(0) = −Bx̄(+)
1 (1), R1x(−∞) = 0,

(4.16)

where gj1, j = L, (∓), R are known exponential decaying functions, for example,

gL1 (τ0) =
(
fx(τ0)− f̄x(0)

)(
x̄
(−)
1 (0) + τ0

(
x̄
(−)
0 (0)

)′
)

+
(
ft(τ0)− f̄t(0)

)
τ0 +

(
fµ(τ0)− f̄µ(0)

)
,

where

fi(τ0) = f
(−)
i

(
φ(−)

(
α(−)(0), 0

)
+ L0x, 0, 0

)
,

f̄i(0) = f
(−)
i

(
φ(−)

(
α(−)(0), 0

)
, 0, 0

)
, i = x, t, µ.

The solutions of these linear problems (4.13)–(4.16) can be found without any addi-
tional conditions [8], for example, in problem (4.13), we firstly rewrite the expression
fx(τ0) in the form

fx(τ0) = f̄x(0) + fx(τ0)− f̄x(0) ≜ f̄x(0)− fL(τ0),
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where fL(τ0) satisfy ∣∣∣∣fL(τ0)∣∣∣∣ ⩽ Ce−κτ0 , τ0 ⩾ 0.

There is an invertible matrix T that reduces the matrix f̄x(0) to the block-diagonal
form

T−1fx(0)T = Λ = diag(Λ−,Λ+, 0),

where the s × s(resp. u × u) matrix Λ−(resp. Λ+) has eigenvalues with negative
(resp. positive) real part. Let

T = (T−, T+, T0) , T−1 =
(
T−1
− , T−1

+ , T−1
0

)T
,

where T−, T+, and T0 are matrices (blocks) of sizes n × s, n × u, and n × c,
respectively. And T−1

− , T−1
+ , and T−1

0 are matrices (blocks) of the sizes s×n, u×n,
and c× n, respectively. Then the solution of problem (4.13) can be represented in
the form

L1x(τ0) = −ΦL
1 (τ0)Ax̄

(−)
1 (0) + H̃LgL1 (τ0),

where

ΦL
1 (τ0) =

(
E −HδfL

)−1
T−e

Λ−τ0 , H̃LgL1 (τ0) =
(
E −HδfL

)−1
HδgL1 (τ0),

HδgL1 (τ0) = T



∫ τ

δ
eΛ−(τ0−s)T−1

− gL1 (s) ds∫ τ

+∞ eΛ+(τ0−s)T−1
+ gL1 (s) ds∫ τ

+∞ T−1
0 g1L(s) ds

 ,

here δ can be continuously extended to +∞.
Similarly, the solutions of problems (4.14)–(4.16) can be write out in the form

Q
(−)
1 x(τ) = Φ

(−)
1 (τ)

(
Bx∗1 −Bx̄

(−)
1 (t0)

)
+ H̃(−)g

(−)
1 (τ),

Q
(+)
1 x(τ) = Φ

(+)
1 (τ)

(
Ax∗1 −Ax̄

(+)
1 (t0)

)
+ H̃(+)g

(+)
1 (τ),

R1x(τ1) = −ΦR
1 (τ1)Bx̄1(1) + H̃RgR1 (τ1).

And the solutions of problems (4.13)–(4.16) satisfy the inequalities

||L1x(τ0)|| ⩽ Ce−κτ0 , τ0 ⩾ 0,
∣∣∣∣∣∣Q(−)

1 x(τ)
∣∣∣∣∣∣ ⩽ Ceκτ , τ ⩽ 0,∣∣∣∣∣∣Q(+)

1 x(τ)
∣∣∣∣∣∣ ⩽ Ce−κτ , τ ⩾ 0, ||R1x(τ1)|| ⩽ Ceκτ1 , τ1 ⩽ 0.

According to the continuity condition (4.5), we have

x∗1 = Φ̄−1
1

[(
E − Φ

(+)
1 (0)A

)
x̄
(+)
1 (t0)−

(
E − Φ

(−)
1 (0)B

)
x̄
(−)
1 (t0) + ∆H̃g1(0)

]
,

where

Φ̄1 = Φ
(−)
1 (0)A− Φ

(+)
1 (0)B, ∆H̃g1(0) = H̃(+)g

(+)
1 (0)− H̃(−)g

(−)
1 (0).

The first-order terms in the asymptotic solution (4.3) are all determined so far. The
functions Lkx(τ0), Q(∓)

k x(τ) and Rkx(τ1), k ⩾ 2 can be determined in a similar way.
Therefore, all coefficients of the series (4.3) can be determined.
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5. Main Result

After determining the first (k + 1)-order terms of the series (4.3), denote the kth
partial sum of the series (4.3) by X(∓)

k (t, µ) respectively, i.e.

X
(−)
k (t, µ) =

k∑
i=0

µi
(
x̄
(−)
i (t) + Lix(τ0) +Q

(−)
i x(τ)

)
, 0 ⩽ t < t0,

X
(+)
k (t, µ) =

k∑
i=0

µi
(
x̄
(+)
i (t) +Q

(+)
i x(τ) +Rix(τ1)

)
, t0 ⩽ t ⩽ 1,

where

τ0 = tµ−1, τ = (t− t0)µ
−1, τ1 = (t− 1)µ−1.

Lemma 5.1. Under the Assumptions 2.1–3.5, there exist a positive constant µ0,
such that for 0 < µ ⩽ µ0, problems (4.1) and (4.2) have unique solutions u(−) and
u(+), respectively, and solutions x(∓)(t, µ) satisfy

∣∣∣∣∣∣x(−)(t, µ)−X
(−)
k (t, µ)

∣∣∣∣∣∣ ⩽ Cµk+1, 0 ⩽ t ⩽ t0,∣∣∣∣∣∣x(+)(t, µ)−X
(+)
k (t, µ)

∣∣∣∣∣∣ ⩽ Cµk+1, t0 ⩽ t ⩽ 1.

The proof of the above Lemma 5.1 is similar to [8], which can be proved by the
principle of compression mapping, and will not be repeated here. From Lemma 5.1,
one can obtain ∣∣∣∣∣∣x(∓)(t0, µ)−X

(∓)
k (t0, µ)

∣∣∣∣∣∣ ⩽ Cµk+1.

So ∣∣∣∣∣
∣∣∣∣∣x∗ −

k∑
i=0

µix∗i

∣∣∣∣∣
∣∣∣∣∣ ⩽ Cµk+1.

We summarize the above discussion as the following main theorem of this paper.

Theorem 5.1. Suppose the Assumptions 2.1–3.5 hold. Then problem (2.1) has a
solution with a step-like contrast structure, and its asymptotic representation can
be represented in the form:

x(t, µ) =


k∑

i=0

µi
(
x̄
(−)
i (t) + Lix(τ0) +Q

(−)
i x(τ)

)
+O(µk+1), 0 ⩽ t < t0,

k∑
i=0

µi
(
x̄
(+)
i (t) +Q

(+)
i x(τ) +Rix(τ1)

)
+O(µk+1), t0 ⩽ t ⩽ 1.
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6. Example
Consider the following problem

µ
dx

dt
=


y, 0 ⩽ t <

1

2
,

y + 2,
1

2
⩽ t ⩽ 1,

µ
dy

dt
=


x, 0 ⩽ t <

1

2
,

x+ 1,
1

2
⩽ t ⩽ 1,

µ
dz

dt
=


y, 0 ⩽ t <

1

2
,

y + 2,
1

2
⩽ t ⩽ 1,

x(0, µ) = 1, x(1, µ) = 1, z(0, µ) = 1.

(6.1)

According to the asymptotic method proposed in this paper, we will construct the
zeroth-order expression of the solution with a step-like contrast structure. First,
divide (6.1) into the left boundary value problem

µ
dx(−)

dt
= y(−),

µ
dy(−)

dt
= x(−),

µ
dz(−)

dt
= y(−),

x(−)(0, µ) = 1, y(−)

(
1

2
, µ

)
= y∗, z(−)(0, µ) = 1

and right boundary value problem

µ
dx(+)

dt
= y(+) + 2,

µ
dy(+)

dt
= x(+) + 1,

µ
dz(+)

dt
= y(+) + 2,

x(+)

(
1

2
, µ

)
= x∗, x(+)(1, µ) = 1, z(+)

(
1

2
, µ

)
= z∗.

For µ = 0, we obtain the degenerate solution

x̄(−) = 0, x̄(+) = −1, ȳ(−) = 0, ȳ(+) = −2, z̄(∓) = α(∓).
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The following problem

dL0x(τ0)

dτ0
= L0y(τ0), τ0 ⩽ 0,

dL0y(τ0)

dτ0
= L0x(τ0), τ0 ⩽ 0,

dL0z(τ0)

dτ0
= L0y(τ0), τ0 ⩽ 0,

L0x(0) = 1, L0z(0) = 1− α(−)(0), L0u(+∞) = 0

has the first integrals

α(−)(0) + L0z = L0x+ C1, (6.2)
L0y = −L0x+ C2. (6.3)

Substituting L0x(0) = 1 and L0z(0) + α(−)(0) = 1 into (6.2), one can see C1 = 0.
Let τ0 → +∞ in (6.2), then α(−)(0) = 0. From (4.10), the problem to determine
α(−)(t) has the form

dα(−)(t)

dt
= 0.

So α(−)(t) = 0. Let τ0 → +∞ in (6.3), we get C2 = 0. Then

L0y = −L0x.

Combining L0x(0) = 1, one can obtain

L0x(τ0) = exp(−τ0), L0y(τ0) = −exp(−τ0), L0z(τ0) = exp(−τ0).

In a similar way, we can see

Q
(−)
0 x(τ) = y∗0exp(τ), Q

(−)
0 y(τ) = y∗0exp(τ), Q

(−)
0 z(τ) = y∗0exp(τ),

Q
(+)
0 x(τ) = x∗0exp(−τ), Q

(+)
0 y(τ) = −x∗0exp(−τ), Q

(+)
0 z(τ) = x∗0exp(−τ),

R0x(τ1) = 2exp(τ1), R0y(τ1) = 2exp(τ1), R0z(τ1) = 2exp(τ1).

From the continuity condition (4.5), we get

x∗0 = −1

2
, y∗0 = −3

2
, z∗0 = −3

2
.
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The specific expression of contrast structure solution for problem (6.1) is as follows:

x(t, µ) =


exp(−τ0)−

3

2
exp(τ) +O(µ), 0 ⩽ t < t0,

−1

2
exp(−τ)− 1 + 2exp(τ1) +O(µ), t0 ⩽ t ⩽ 1,

y(t, µ) =


−exp(−τ0)−

3

2
exp(τ) +O(µ), 0 ⩽ t < t0,

1

2
exp(−τ)− 2 + 2exp(τ1) +O(µ), t0 ⩽ t ⩽ 1,

z(t, µ) =


exp(−τ0)−

3

2
exp(τ) +O(µ), 0 ⩽ t < t0,

−1

2
exp(−τ)− 1 + 2exp(τ1) +O(µ), t0 ⩽ t ⩽ 1,

where

τ0 = tµ−1, τ =

(
t− 1

2

)
µ−1, τ1 = (t− 1)µ−1.
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Figure 1. The asymptotic solutions x(t, µ), y(t, µ) and z(t, µ) of (6.1) under different parameters µ.

References
[1] H. Chen and M. Ni, A singular approach to a class of impulsive differential

equations, Journal of Applied Analysis and Computation, 2016, 6(4), 1195–
1204.

[2] H. Ding, M. Ni, W. Lin and Y. Cao, Singularly perturbed semi-linear boundary
value problem with discontinuous function, Acta Mathematica Scientia, 2012,
32(2), 793–799.

[3] N. Fenichel, Geometric singular perturbation theory for ordinary differential
equations, Journal of Differential Equations, 1979, 31(1), 53–98.

[4] A. Kelley, The stable, center-stable, center, center-unstable, and unstable man-
ifolds. Published as Appendix C of R. Abraham and J. Robbin: Transversal
mappings and flows, New York, Benjamin, 1967.



Nonlinear singular singularly perturbed. . . 859

[5] N. N. Nefedov and M. Ni, Internal layers in the one dimensional reaction-
diffusion equation with a discontinuous reactive term, Computational Mathe-
matics and Mathematical Physics, 2015, 55(12), 2001–2007.

[6] M. Ni, X. Qi and N. T. Levashova, Internal layer for a singularly perturbed equa-
tion with discontinuous right-hand side, Differential Equations, 2020, 56(10),
1276–1284.

[7] R. E. O’Malley and J. E. Flaherty, Analytical and numerical methods for non-
linear singular singularly-perturbed initial value problems, SIAM Journal on
Applied Mathematics, 1980, 38(2), 225–248.

[8] C. Schmeiser and R. Weiss, Asymptotic analysis of singular singularly per-
turbed boundary value problems, SIAM Journal on Mathematical Analysis,
1986, 17(3), 560–579.

[9] A. B. Vasil’eva and V. F. Butuzov, Asymptotic Expansions of the Solutions of
Singularly Perturbed Equations, Nauka, Moscow, 1973.

[10] A. B. Vasil’eva and V. F. Butuzov, Singularly Perturbed Equations in the Crit-
ical Case, Moscow State University, Mathematics Research Center, Madison,
1980.

[11] N. Wang, A class of singularly perturbed delayed boundary value problem in the
critical case, Advances in Difference Equations, 2015, 212, 1–21.

[12] X. Wu and M. Ni, Existence and stability of periodic contrast structure in
reaction-advection-diffusion equation with discontinuous reactive and convective
terms, Communications in Nonlinear Science and Numerical Simulation, 2020,
91, 1–16.

[13] Q. Yang and M. Ni, Asymptotics of a class of singularly perturbed weak non-
linear boundary value problem with a multiple root of the degenerate equation,
Journal of Nonlinear Modeling and Analysis, 2022, 4(3), 1–11.

[14] Q. Yang and M. Ni, Asymptotics of the solution to a stationary piecewise-
smooth reaction-diffusion equation with a multiple root of the degenerate equa-
tion, Science China Mathematics, 2022, 65(2), 291–308.


	Introduction
	Statement of the Problem
	Associated Systems
	Construction of Formal Asymptotic Representation
	Zeroth-order Asymptotic Solution 
	First-order Approximate Solutions

	Main Result
	Example

