
Journal of Applied Analysis and Computation Website:http://www.jaac-online.com
Volume 13, Number 4, August 2023, 1872–1889 DOI:10.11948/20220268

LIE SYMMETRY, EXACT SOLUTIONS AND
CONSERVATION LAWS OF SOME

FRACTIONAL PARTIAL DIFFERENTIAL
EQUATIONS∗

Jicheng Yu1 and Yuqiang Feng2,†

Abstract In this paper, Lie symmetry analysis method is applied to space-
time fractional reaction-diffusion equations and diffusion-convection Boussi-
nesq equations. The Lie symmetries for the governing equations are obtained
and used to get group generators for reducing the space-time fractional partial
differential equations(FPDEs) with Riemann-Liouville fractional derivative to
space-time fractional ordinary differential equations(FODEs) with Erdélyi-
Kober fractional derivative. Then the Laplace transformation and the power
series methods are applied to derive explicit solutions for the reduced equa-
tions. Moreover, the conservation theorems and the generalization of the
Noether operators are developed to acquire the conservation laws for the equa-
tions. Some figures for the obtained explicit solutions are also presented.
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1. Introduction
As we all know, fractional differential equation has been successfully applied in
many aspects of science and technology, recently. At the same time, many related
masterpieces emerged, such as S. Samko et al. [16], I. Podlubny [15], R. Hilfer [7], A.
Kilbas et al. [13], etc. Some analytic techniques have been developed to deal with
fractional differential equations (FDEs). Among them, the Lie symmetry analysis
method is an effective technique to derive exact solutions of FDEs [2–5,8,10,14,21–
25] and the systems of FDEs [9, 17–20].

In this paper, we extended the Lie symmetry analysis to the following space-time
FPDEs:

Dα
t u = p(u)D2β

x u+ q(u), (1.1)
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Dα
t u = kuD2β

x u+ l(uux)x, (1.2)

where u = u(t, x), 0 < α, β ≤ 1, p(u) and q(u) are arbitrary functions, k and l are
constants. The corresponding integer-order forms of both the above equations are
studied by invariant subspace method in [6].

Eq.(1.1) is a class of quasi-linear heat or reaction-diffusion equations, which are
widely used in many areas of mechanics, combustion theory and biology. There are
some special cases in Eq.(1.1), such as p(u) = un and q(u) = um(m ̸= 1), i.e.

Dα
t u = unD2β

x u+ um. (1.3)

Eq.(1.2), known as the diffusion-convection Boussinesq equation, occurs in the
various fields of petroleum technology and ground water hydrology. The basic
nonlinear diffusion operator in such parabolic equation was already derived by J.
Boussinesq [1], who, in 1904, studied non-stationary flows of soil water under the
presence of free surface, and derived the quadratic porous medium equation(PME)

ut = l(uux)x, (1.4)

where l, a positive constant, stands the ratio of the filtration coefficient to the
porosity of soil. The function u = u(t, x) is the pressure of the ground water. That
is, Eq.(1.2) is time fractional PME with a nonlinear space fractional convection
term. If β = 1, it becomes time fractional diffusion-convection Boussinesq equation
as follows:

Dα
t u = l(uux)x + kuuxx. (1.5)

where Dα
t is the Riemann-Liouville fractional derivative defined by [7, 13,15,16]

aD
α
t f(t, x)=D

n
t aJ

n−α
t f(t, x)=


1

Γ(n−α)
dn

dtn

∫ t

a
f(s,x)

(t−s)α−n+1 ds, n− 1<α<n, n∈N

Dn
t f(t, x), α = n ∈ N

for t > a. We denote the operator 0D
α
t as Dα

t throughout this paper.
The rest of this paper is organized as follows. In Section 2, we study the Lie

symmetry analysis of space-time FPDEs. In Sections 3 and 4, we respectively show
the applications of Lie symmetry analysis method to Eqs.(1.1)-(1.2). Section 5 gives
the conservation laws for Eqs.(1.1)-(1.2). The conclusion is given in the last section.

2. Lie symmetry analysis of space-time FPDE
Consider space-time FPDE as follows:

F (t, x, u,Dα
t u,D

2β
x u, ux, uxx, · · · ) = 0, (2.1)

where u = u(t, x), 0 < α, β ≤ 1.
We assume that the FPDE (2.1) is invariant under the one-parameter(ϵ) Lie

group of continuous point transformations, i.e.

t∗ = t+ ϵτ(t, x, u) + o(ϵ),

x∗ = x+ ϵξ(t, x, u) + o(ϵ),

u∗ = u+ ϵη(t, x, u) + o(ϵ),
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Dα
t∗u

∗ = Dα
t u+ ϵηα,t + o(ϵ), (2.2)

D2β
x∗u∗ = D2β

x u+ ϵη2β,x + o(ϵ),

Dx∗u∗ = Dxu+ ϵηx + o(ϵ),

D2
x∗u∗ = D2

xu+ ϵηxx + o(ϵ), · · · · · ·

where τ , ξ and η are known as infinitesimals, ηα,t, η2β,x, ηx and ηxx are the corre-
sponding prolongations of orders α, 2β, 1 and 2, respectively.

According to Lie group theory, the group generator X of the point transforma-
tions (2.2) is expressed as

X = τ(t, x, u)
∂

∂t
+ ξ(t, x, u)

∂

∂x
+ η(t, x, u)

∂

∂u
. (2.3)

So the prolongation of the above group generator X has the form

prX = X + ηα,t
∂

∂uαt
+ η2β,x

∂

∂u2βx
+ ηx

∂

∂ux
+ ηxx

∂

∂uxx
+ · · · , (2.4)

where

ηα,t=Dα
t (η)+ξD

α
t (ux)−Dα

t (ξux)+D
α
t (uDt(τ))−Dα+1

t (τu)+τDα+1
t (u), (2.5)

η2β,x=D2β
x (η)+τD2β

x (ut)−D2β
x (τut)+D

2β
x (uDx(ξ))−D2β+1

t (ξu)+ξD2β+1
x (u),

(2.6)
ηx=Dx(η)−utDx(τ)−uxDx(ξ)=ηx+(ηu−ξx)ux−τxut − ξuu

2
x − τuuxut, (2.7)

ηxx =Dx(η
x)− uxtDt(τ)− uxxDx(ξ)

=ηxx + (2ηxu − ξxx)ux − τxxut + (ηxu − 2ξxu)u
2
x − 2τxuuxut − ξuuu

3
x

− τuuu
2
xut+(ηu−2ξx)uxx−2τxuxt−3ξuuxxux−τuuxxut−2τuuxtux,

(2.8)

· · · · · ·

and Dt, Dx are the total derivative with respect to t, x respectively. With the gen-
eralized Leibnitz rule and the generalized chain rule [4], we can get the expansions
of ηα,t and η2β,x as follows:

ηα,t =
∂αη

∂tα
+ (ηu − αDt(τ))

∂αu

∂tα
− u

∂αηu
∂tα

−
∞∑

n=1

(
α

n

)
Dn

t (ξ)D
α−n
t (ux)

+

∞∑
n=1

[(α
n

)
∂nηu
∂tn

−
(

α

n+ 1

)
Dn+1

t (τ)
]
Dα−n

t (u) + µ1

(2.9)

with

µ1 =

∞∑
n=2

n∑
m=2

m∑
k=2

k−1∑
r=0

(
α

n

)(
n

m

)(
k

r

)
tn−α(−u)r

k!Γ(n+ 1− α)

∂muk−r

∂tm
∂n−m+kη

∂tn−m∂uk
,

and

η2β,x =
∂2βη

∂x2β
+ (ηu − 2βDx(ξ))

∂2βu

∂x2β
− u

∂2βηu
∂x2β

−
∞∑

n=1

(
2β

n

)
Dn

x (τ)D
2β−n
x (ut)

+

∞∑
n=1

[(2β
n

)
∂nηu
∂xn

−
(

2β

n+ 1

)
Dn+1

x (ξ)
]
D2β−n

x (u) + µ2

(2.10)
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with

µ2 =

∞∑
n=2

n∑
m=2

m∑
k=2

k−1∑
r=0

(
2β

n

)(
n

m

)(
k

r

)
xn−2β(−u)r

k!Γ(n+ 1− 2β)

∂muk−r

∂xm
∂n−m+kη

∂xn−m∂uk
.

Remark 2.1. The infinitesimal transformations (2.2) should conserve the structure
of the Riemann-Liouville fractional derivative operator, of which, the lower limit in
the integral is fixed. Therefore, the manifold t = 0 should be invariant with respect
to such transformations. The invariance condition arrives at

τ(t, x, u)|t=0 = 0. (2.11)

Remark 2.2. The derivatives ∂kη/∂uk, k ≥ 2 exist in the expression of µ1 and
µ2. Therefore, if the infinitesimal η be linear with respect to the variable u then
µ1 = µ2 = 0, that is,

∂2η

∂u2
= 0. (2.12)

The Lie symmetry transformations (2.2) are admitted by the FPDE (2.1), if the
following invariance criterion holds:

prX
(
F (t, x, u,Dα

t u,D
2β
x u, ux, uxx, · · · )

)
|(2.1) = 0, (2.13)

which is known as the determining equation.
Putting ηα,t, η2β,x, ηx, ηxx, · · · into (2.13) and letting coefficients of various

derivatives of u to be zero, we can obtain the over-determined system of differential
equations about τ(t, x, u), ξ(t, x, u) and η(t, x, u). The solutions τ , ξ and η consti-
tute the group generator X of the FPDE (2.1). Solving the characteristic equation
associated with X,

dt

τ(t, x, u)
=

dx

ξ(t, x, u)
=

du

η(t, x, u)
, (2.14)

we can get some similarity variables, which reduce the FPDE (2.1) to some FODEs.
Then the solutions of the FODEs can construct the group-invariant solutions of the
FPDE (2.1). Next, as examples, we will give the Lie symmetry analysis of Eqs.(1.1)
and (1.2).

3. Application to Eq.(1.1)
The determining equation of Eq.(1.1) is

prX
(
Dα

t u− p(u)D2β
x u− q(u)

)
|(1.1) = 0, (3.1)

which can be rewritten as(
ηα,t − p(u)η2β,x − ηp′(u)D2β

x u− ηq′(u)
)
|(1.1) = 0. (3.2)

Putting ηα,t and η2β,x into (3.2) and letting coefficients of various derivatives of u,
such as D2β

x u, Dα−n
t (u), Dα−n

t (ux), D2β−n
x (u) and D2β−n

x (ut)(n = 1, 2, · · · ) to be
zero, we can obtain the over-determined system of differential equations as follows:

τx = τu = ξt = ξu = 0, (3.3)
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α

n

)
∂nηu
∂tn

−
(

α

n+ 1

)
Dn+1

t (τ) = 0, n ∈ N, (3.4)(
2β

n

)
∂nηu
∂xn

−
(

2β

n+ 1

)
Dn+1

x (ξ) = 0, n ∈ N, (3.5)

(2βξx − ατt)p(u)− ηp′(u) = 0, (3.6)
∂αη

∂tα
− u

∂αηu
∂tα

− p(u)
∂2βη

∂x2β
+ up′(u)

∂2βηu
∂x2β

+ (ηu − ατt)q(u)− ηq′(u) = 0. (3.7)

From (3.4) and (3.5), we get

τtt = ξxx = ηut = ηux = 0. (3.8)

Then τ = c1t + c2, ξ = c3x + c4, η = c5u + φ(t, x) from (3.3), (3.8) and (2.12).
Substituting them into (3.6) and (3.7), we can get φ(t, x) = 0 and (2βc3 − αc1)p(u)− c5up

′(u) = 0,

(c5 − αc1)q(u)− c5uq
′(u) = 0.

(3.9)

The general solutions of the above system can be easily obtained by separation of
variables as follows:

p(u) = Au
2βc3−αc1

c5 , q(u) = Bu
c5−αc1

c5 ,

where A and B are arbitrary constants. That is, for p(u) = un and q(u) = um(m ̸=
1), we have

c5 =
α

1−m
c1, c3 =

α(1−m+ n)

2β(1−m)
c1. (3.10)

Therefore, from (3.10) and (2.11), the infinitesimals τ , ξ and η for the special case
Eq.(1.3) are obtained as follows:

τ = c1t, ξ =
α(1−m+ n)

2β(1−m)
c1x+ c4, η =

α

1−m
c1u. (3.11)

So Eq.(1.3) admits the two-dimensional Lie algebra spanned by

X1 = x
∂

∂x
, X2 = t

∂

∂t
+
α(1−m+ n)

2β(1−m)
x
∂

∂t
+

α

1−m
u
∂

∂u
. (3.12)

For group generator X2, from the characteristic equation (2.14), i.e.

dt

t
=

dx
α(1−m+n)
2β(1−m) x

=
du
α

1−mu
, (3.13)

we obtain the similarity variables xt−
α(1−m+n)
2β(1−m) and ut− α

1−m . So we get the following
form of group invariant solutions:

u(t, x) = t
α

1−m f(ω), ω = xt−
α(1−m+n)
2β(1−m) . (3.14)
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Theorem 3.1. The similarity transformations u(t, x) = t
α

1−m f(ω) with the simi-
larity variable ω = xt−

α(1−m+n)
2β(1−m) reduce the space-time FPDE (1.3) to the space-time

FODE given by

(P1+ mα
1−m ,α

2β(1−m)
α(1−m+n)

f)(ω) = ω−2βfn(ω)(D−2β,2β
1 f)(ω) + fm(ω), (3.15)

where (Pι,κ
δ ) is the left-hand Erdélyi-Kober fractional differential operator defined

by

(Pι,κ
δ ψ)(ω) :=

m−1∏
j=0

(ι+ j − 1

δ
ω

d

dω
)(Kι+κ,m−κ

δ ψ)(ω), ω > 0, δ > 0, κ > 0, (3.16)

m =

 [κ] + 1, if κ /∈ N,

κ, if κ ∈ N,

where

(Kι,κ
δ ψ)(ω) :=


1

Γ(κ)

∫∞
1

(s− 1)κ−1s−(ι+κ)ψ(ωs
1
δ )ds, if κ > 0,

ψ(ω), if κ = 0,
(3.17)

is the left-hand Erdélyi-Kober fractional integral operator. Meanwhile, (Dι,κ
δ ) is the

right-hand Erdélyi-Kober fractional differential operator defined as follows:

(Dι,κ
δ ψ)(ω) :=

m∏
j=1

(ι+ j +
1

δ
ω

d

dω
)(Iι+κ,m−κ

δ ψ)(ω), ω > 0, δ > 0, κ > 0, (3.18)

m =

 [κ] + 1, if κ /∈ N,

κ, if κ ∈ N,

where

(Iι,κ
δ ψ)(ω) :=


1

Γ(κ)

∫ 1

0
(1− s)κ−1sιψ(ωs

1
δ )ds, if κ > 0,

ψ(ω), if κ = 0,
(3.19)

is the right-hand Erdélyi-Kober fractional integral operator.

Proof. For 0 < α < 1, the Riemann-Liouville time fractional derivative of u(t, x)
can be obtained as follows:

∂αu

∂tα
=

∂α

∂tα
(t

α
1−m f(ω)) =

∂

∂t

[ 1

Γ(1− α)

∫ t

0

(t− s)−αs
α

1−m f(xs−
α(1−m+n)
2β(1−m) )ds

]
.

Assuming r = t
s , we have

∂αu

∂tα
=

∂

∂t

[ t1+ mα
1−m

Γ(1− α)

∫ ∞

1

(r − 1)−αr
mα
1−m−2f(ωr−

α(1−m+n)
2β(1−m) )dr

]
=

∂

∂t

[
t1+

mα
1−m (K1+ α

1−m ,1−α
2β(1−m)

α(1−m+n)

f)(ω)
]
.
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Because of ω = xt−
α(1−m+n)
2β(1−m) , the following relation holds:

t
∂

∂t
ψ(ω) = tx(−α(1−m+ n)

2β(1−m)
)t−

α(1−m+n)
2β(1−m)

−1ψ′(ω) = −α(1−m+ n)

2β(1−m)
ω

d

dω
ψ(ω).

Hence, we arrive at

∂αu

∂tα
= t

mα
1−m

[
(1 +

mα

1−m
− α(1−m+ n)

2β(1−m)
ω

d

dω
)(K1+ α

1−m ,1−α
2β(1−m)

α(1−m+n)

f)(ω)
]

= t
mα
1−m (P1+ mα

1−m ,α
2β(1−m)

α(1−m+n)

f)(ω).

For 0 < β < 1 and β ̸= 1
2 , the Riemann-Liouville space fractional derivative of

u(t, x) becomes

∂2βu

∂x2β
=

∂n

∂xn

[ 1

Γ(n− 2β)

∫ x

0

(x− s)n−2β−1t
α

1−m f(st−
α(1−m+n)
2β(1−m) )ds

]
,

n− 1 < 2β < n (n = 1, 2).

Let r = s
x , we get

∂2βu

∂x2β
= t

α
1−m

∂n

∂xn

[ xn−2β

Γ(n− 2β)

∫ 1

0

(1− r)n−2β−1f(ωr)dr
]

= t
α

1−m
∂n

∂xn

[
xn−2β(I0,n−2β

1 f)(ω)
]
.

Because of (Iι,0
1 ψ)(ω) = ψ(ω), if 2β = n = 1, 2, the above equation still holds.

Taking into account the relation

x
∂

∂x
ψ(ω) = xt−

α(1−m+n)
2β(1−m) ψ′(ω) = ω

d

dω
ψ(ω),

we arrive at

∂2βu

∂x2β
=t

α
1−m

∂n−1

∂xn−1

[
xn−2β−1(n− 2β + ω

d

dω
)(I0,n−2β

1 f)(ω)
]

= · · · = t
α

1−mx−2β
n∏

j=1

[
(−2β + j + ω

d

dω
)(I0,n−2β

1 f)(ω)
]

=t
α

1−mx−2β(D−2β,2β
1 f)(ω) = t

α(m−n)
1−m ω−2β(D−2β,2β

1 f)(ω).

This completes the proof.
From group generator X2, if m = 1 + n, then it becomes

X2 = t
∂

∂t
− α

n
u
∂

∂u
. (3.20)

At the same time, the group invariant solutions (3.14) become u(t, x) = t−
α
n f(x).

Therefore, for special case n = 1,m = 1 + n = 2, Eq.(1.3) becomes

Dα
t u = uD2β

x u+ u2, (3.21)
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whose group invariant solution is u(t, x) = t−αf(x). In this case, the space-time
FPDE (3.21) is reduced to the following time FODE:

D2β
x f(x) + f(x) =

Γ(1− α)

Γ(1− 2α)
. (3.22)

Next we will give some exact solutions of the reduced equation (3.22) by Laplace
transform. Firstly, the Laplace transform of Riemann-Liouville fractional derivative
is

L{Dα
t f(t)} = sαF (s)−

n−1∑
k=0

skf (α−k−1)(0), n− 1 < α ≤ n, n ∈ N. (3.23)

If 0 < 2β < 1, the Laplace transform of Eq.(3.22) is

s2βF (s)− f (2β−1)(0) + F (s) =
Γ(1− α)

Γ(1− 2α)
s−1, (3.24)

which is rewritten as

F (s) =

Γ(1−α)
Γ(1−2α)s

−1 + f (2β−1)(0)

s2β + 1
. (3.25)

From the inverse Laplace transform of the above equation, we can get the explicit
solutions as follows:

f(x) = k1x
2βE2β,2β+1(−x2β) + k2x

2β−1E2β,2β(−x2β), (3.26)

where k1 = Γ(1−α)
Γ(1−2α) , k2 = f (2β−1)(0), and Eα,β(z) =

∑∞
k=0

zk

Γ(kα+β) is the Mittag-
Leffler function. Therefore,

u(t, x) = t−αx2β
(
k1E2β,2β+1(−x2β) + k2x

−1E2β,2β(−x2β)
)
. (3.27)

The graphs of the solutions (3.27) are plotted in Fig.1 for some different values
of fractional orders α and β.

If 1 < 2β < 2, similarly, we can get the following exact solutions of Eq.(3.21):

u(t, x) = t−αx2β
(
k1E2β,2β+1(−x2β)+k2x−1E2β,2β(−x2β)+k3x−2E2β,2β−1(−x2β)

)
,

(3.28)

where k1 = Γ(1−α)
Γ(1−2α) , k2 = f (2β−1)(0) and k3 = f (2β−2)(0).

The graphs of the solutions (3.28) are plotted in Fig.2 for some different values
of fractional orders α and β.

4. Application to Eq.(1.2)
The determining equation of Eq.(1.2) is

prX
(
Dα

t u− kuD2β
x u− l(uux)x

)
|(1.2) = 0, (4.1)

which can be rewritten as

(ηα,t − kuη2β,x − kD2β
x uη − 2luxη

x − luηxx − luxxη)|(1.2) = 0. (4.2)
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(a) α=0.3, β=0.3 (b) α=0.6, β=0.3 (c) α=0.9, β=0.3

(d) α=0.4, β=0.2 (e) α=0.4, β=0.3 (f) α=0.4, β=0.4

Figure 1. Graphs of solutions (3.27) with k1 =
Γ(1−α)
Γ(1−2α)

and k2 = 1.

Putting ηα,t, η2β,x, ηx and ηxx into (4.2) and letting coefficients of various deriva-
tives of u, such as ut, ux, u2x, uxx, · · · , D2β

x u, Dα−n
t u, Dα−n

t ux, D2β−n
x u and

D2β−n
x ut(n = 1, 2, · · · ) to be zero, we can obtain the following over-determined

system:

τx = τu = ξt = ξu = 0, (4.3)(
α

n

)
∂nηu
∂tn

−
(

α

n+ 1

)
Dn+1

t (τ) = 0, n ∈ N, (4.4)(
2β

n

)
∂nηu
∂xn

−
(

2β

n+ 1

)
Dn+1

x (ξ) = 0, n ∈ N, (4.5)

(2βξx − ατt)u− η = 0, (4.6)
ηu − ατt − 2(ηu − ξx) = 0, (4.7)
∂αη

∂tα
− u

∂αηu
∂tα

− ku
∂2βη

∂x2β
+ ku2

∂2βηu
∂x2β

− luηxx = 0. (4.8)

Similarly as Lie symmetry analysis of Eq.(1.1), from (4.6) and (4.7), we get

c5 = 2βc3 − αc1, c5 = 2c3 − αc1. (4.9)

So only if β = 1, Eq.(1.2) has the infinitesimals

τ = c1t, ξ = c3x+ c4, η = (2c3 − αc1)u. (4.10)
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(a) α=0.3, β=0.3 (b) α=0.6, β=0.3 (c) α=0.9, β=0.3

(d) α=0.4, β=0.2 (e) α=0.4, β=0.3 (f) α=0.4, β=0.4

Figure 2. Graphs of solutions (3.28) with k1 =
Γ(1−α)
Γ(1−2α)

and k2 = k3 = 1.

That is, it admits the three-dimensional Lie algebra spanned by

X1 = x
∂

∂x
, X2 = x

∂

∂t
+ 2u

∂

∂u
, X3 = t

∂

∂t
− αu

∂

∂u
. (4.11)

It’s worth noting that these results are the same as Lie symmetries of Eq.(1.5)
obtained by using Lie symmetry analysis method directly.
Case 1: X2. From the characteristic equation of group generator X2

dt

0
=

dx

x
=

du

2u
, (4.12)

we obtain the similarity variables t and ux−2. So we get the following form of group
invariant solutions:

u(t, x) = x2f(t), (4.13)

which reduce the FPDE (1.5) to the following FODE:

Dα
t f(t) = (2k + 6l)f2(t). (4.14)

Analytical solutions of the above equation can be obtained as f(t)= Γ(1−α)
(2k+6l)Γ(1−2α)

t−α.
Therefore, when β = 1, Eq.(1.2) has the following explicit solution:

u(t, x) =
Γ(1− α)

(2k + 6l)Γ(1− 2α)
t−αx2. (4.15)
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(a) α=0.4 (b) α=0.6 (c) α=0.8

Figure 3. Graphs of solutions (4.15) with k = l = 1.

In Fig. 3, we have illustrated the physical features for the explicit solutions
(4.15) with different fractional orders.
Case 2: X3. From the characteristic equation of group generator X3

dt

t
=

dx

0
=

du

−αu
, (4.16)

we obtain the similarity variables x and utα. So we get the following form of group
invariant solutions:

u(t, x) = t−αf(x), (4.17)

which reduce the FPDE (1.2) to the following two-order nonlinear ODE:

(k + l)f(x)f ′′(x) + l(f ′(x))2 =
Γ(1− α)

Γ(1− 2α)
f(x). (4.18)

Next we will derive the implicit solutions and power series solutions of the re-
duced equation (4.18) by order reduction method and power series method, respec-
tively.

Method 1: Assuming f(x) = s, f ′(x) = y, we can get f ′′(x) = y dy
ds . So (4.18)

is reduced to the following one-order nonlinear ODE:

dy

ds
= − l

(k + l)s
y +

Γ(1− α)

(k + l)Γ(1− 2α)
y−1, (4.19)

which is known as Bernoulli equation. It can be rewritten as

y
dy

ds
= − l

(k + l)s
y2 +

Γ(1− α)

(k + l)Γ(1− 2α)
. (4.20)

Set z = y2, then dz
ds = 2y dy

ds . So the above equation becomes the following one-order
linear ODE:

dz

ds
= − 2l

(k + l)s
z +

Γ(1− α)

(k + l)Γ(1− 2α)
. (4.21)

For (4.21), we can easily get the general solutions as

z =
Γ(1− α)

(k + 3l)Γ(1− 2α)
s+ c1s

− 2l
k+l . (4.22)
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At last, (4.18) is changed into

(f ′(x))2 =
Γ(1− α)

(k + 3l)Γ(1− 2α)
f(x) + c1f

−2l
k+l (x). (4.23)

Thus we have the implicit solutions as

f(x) = ±
∫ √

Γ(1− α)

(k + 3l)Γ(1− 2α)
f(x) + c1f

−2l
k+l (x)dx+ c2, (4.24)

where c1 and c1 are arbitrary constants. That is, Eq.(1.5) has the implicit solutions
u(t, x) = t−αf(x), where f(x) is defined by (4.24).

Method 2: Let us assume that the solutions of (4.18) have the following form:

f(x) =

∞∑
n=0

anx
n, (4.25)

where an and bn are constants to be known later. Then

f ′(x) =

∞∑
n=0

(n+ 1)an+1x
n, f ′′(x) =

∞∑
n=0

(n+ 2)(n+ 1)an+2x
n. (4.26)

Substituting (4.25)-(4.26) into (4.18) arrives at the following equation:

(k+l)
∑

i+j=n

(j+2)(j+1)aiaj+2x
n+l

∑
i+j=n

(i+1)(j+1)ai+1aj+1x
n=

Γ(1−α)
Γ(1−2α)

∞∑
n=0

anx
n.

(4.27)
In what follows, we equate the coefficients of different powers of x to obtain the
explicit expressions of an and bn. For n = 0, we have

a2 =
−l

2(k + l)

a21
a0

+
Γ(1− α)

2(k + l)Γ(1− 2α)
. (4.28)

For n = 1, we have

a3 = − k + 3l

3(k + l)

a1a2
a0

+
Γ(1− α)

6(k + l)Γ(1− 2α)

a1
a0
. (4.29)

For n ≥ 2, we have

(k+ l)
∑

i+j=n

(j+2)(j+1)aiaj+2+ l
∑

i+j=n

(i+1)(j+1)ai+1aj+1 =
Γ(1− α)

Γ(1− 2α)

∞∑
n=0

an.

(4.30)
Therefore, the power series solutions of Eq.(1.5) are

u(t, x) = t−α
∞∑

n=0

anx
n, (4.31)

where an are defined by (4.28)-(4.30) with arbitrary constants a0 and a1.
Tabs.1-2 show some values of an and α, while Figs.4-5 illustrate the physical

features for the power series solutions (4.31) with different parameter values.
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Table 1. Some of an with a0 = a1 = 1 for different fractional orders

a0 a1 a2 a3 a4 a5

α = 0.4 1 1 -0.1689042177 0.1396347392 -0.1165185026 0.1037811394
α = 0.6 1 1 -0.3452629674 0.1984209892 -0.1830694517 0.1719683120
α = 0.8 1 1 -0.5604495160 0.2701498387 -0.2783150522 0.2748273916

(a) α=0.4 (b) α=0.6 (c) α=0.8

Figure 4. Numerical simulation of the power series solutions (4.31) with k = l = a0 = a1 = 1.

Table 2. Some of an with a0 = a1 = 0.1 for different fractional orders

a0 a1 a2 a3 a4 a5

α = 0.4 0.1 0.1 0.05609578230 -0.01036526077 0.00486670852 -0.002408156100
α = 0.6 0.1 0.1 -0.1202629674 0.04842098915 -0.06543200106 0.07102588110
α = 0.8 0.1 0.1 -0.3354495160 0.1201498387 -0.2916334052 0.3572230859

(a) α=0.4 (b) α=0.6 (c) α=0.8

Figure 5. Numerical simulation of the power series solutions (4.31) with k = l = 1 and a0 = a1 = 0.1.

5. Conservation laws of Eqs.(1.1) and (1.2)

In this section, we will construct conservation laws of Eqs.(1.1) and (1.2) by using
the generalization of the Noether operators and the new conservation theorem [11,
12].
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5.1. Conservation laws of Eq.(1.1)
For Eq.(1.1), if p(u) = un and q(u) = um(m ̸= 1), then a formal Lagrangian for
Eq.(1.3)

F = Dα
t u− unD2β

x u− um = 0, (5.1)

is given by
L = v(t, x)F = v(t, x)(Dα

t u− unD2β
x u− um), (5.2)

where v(t, x) is a new dependent variable. The Euler-Lagrange operator [12] is

δ

δu
=

∂

∂u
+ (Dα

t )
∗ ∂

∂(Dα
t u)

+ (D2β
x )∗

∂

∂(D2β
x u)

+

∞∑
s=1

(−1)sDi1 · · ·Dis

∂

∂ui1···is
, (5.3)

where (Dα
t )

∗ and (D2β
x )∗ are the adjoint operators of Dα

t and D2β
x , respectively.

They are defined by

(Dα
t )

∗ = (−1)n tJ
n−α
T (Dn

t ) ≡ c
tD

α
T , (D2β

x )∗ = (−1)n xJ
n−2β
X (Dn

x ) ≡ c
xD

2β
X , (5.4)

where c
tD

α
T and c

xD
2β
X are the right-sided of Caputo fractional derivative. The adjoint

equation of Eq.(1.3) is given by

F ∗ =
δL
δu

= (Dα
t )

∗v − (D2β
x )∗(unv)− nun−1vD2β

x u−mum−1v = 0. (5.5)

Next we will use the above adjoint equation and the new conservation theorem to
construct conservation laws of Eq.(1.3). From the classical definition of the conser-
vation laws, a vector C = (Ct, Cx) is called a conserved vector for the governing
equation if it satisfies the conservation equation [DtC

t +DxC
x]F=0 = 0. By using

Noether theorem the components of conserved vector can be obtained.
Firstly, from the fundamental operator identity, i.e.

prX +Dtτ · I +Dxξ · I =W · δ
δu

+DtN t +DxN x, (5.6)

where prX is mentioned in (2.4), I is the identity operator and W = η− τut − ξux
is the characteristic for group generator X, we can get the Noether operators as
follows:

N t = τI +

n−1∑
k=0

(−1)kDα−1−k
t (W )Dk

t

∂

∂(Dα
t u)

− (−1)nJ1(W,D
n
t

∂

∂(Dα
t u)

), (5.7)

N x = ξI +

m−1∑
k=0

(−1)kD2β−1−k
x (W )Dk

x

∂

∂(D2β
x u)

− (−1)mJ2(W,D
m
x

∂

∂(D2β
x u)

),

(5.8)

where n = [α] + 1, m = [2β] + 1, and J1, J2 are given by

J1(f, g) =
1

Γ(n− α)

∫ t

0

∫ T

t

f(τ, x)g(θ, x)

(θ − τ)α+1−n
dθdτ, (5.9)

J2(f, g) =
1

Γ(m− 2β)

∫ x

0

∫ X

x

f(t, ξ)g(t, θ)

(θ − ξ)2β+1−m
dθdξ. (5.10)
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The components of conserved vector are defined by Ct = N tL, Cx = N xL.
Then based on the group generator of Lie symmetry transformation

X2 = t
∂

∂t
+
α(1−m+ n)

2β(1−m)
x
∂

∂t
+

α

1−m
u
∂

∂u
,

we obtain the corresponding Lie characteristic function

W =
α

1−m
u− tut −

α(1−m+ n)

2β(1−m)
xux. (5.11)

Therefore, for 0 < α < 1,

Ct=Dα−1
t (W )Dt

∂L
∂(Dα

t u)
+J1(W,Dt

∂L
∂(Dα

t u)
)=vDα−1

t (W )+J1(W, vt). (5.12)

For 0 < 2β < 1,

Cx=D2β−1
x (W )Dx

∂L
∂(D2β

x u)
+J2(W,Dx

∂L
∂(D2β

x u)
)=unvD2β−1

x (W )+J2(W, (u
nv)x).

(5.13)
For 1 < 2β < 2,

Cx =D2β−1
x (W )Dx

∂L
∂(D2β

x u)
−D2β−2

x (W )Dx
∂L

∂(D2β
x u)

+ J2(W,Dx
∂L

∂(D2β
x u)

)

=unvD2β−1
x (W )− (unv)xD

2β−2
x (W ) + J2(W, (u

nv)xx).

(5.14)

5.2. Conservation laws of Eq.(1.2)
For Eq.(1.2), if β = 1, then a formal Lagrangian for Eq.(1.5)

F = Dα
t u− kuuxx − l(uux)x = 0 (5.15)

is given by
L = v(t, x)F = v(t, x)(Dα

t u− kuuxx − l(uux)x). (5.16)

So the adjoint equation of Eq.(1.5) is given by

F ∗ =
δL
δu

= (Dα
t )

∗v − 2kvuxx − 2kuxvx − (k + l)uvxx = 0. (5.17)

Similarly as the discussion for Eq.(1.3), the components of conserved vector for
Eq.(1.5) can be obtained as follows:

Ct = Dα−1
t (W )Dt

∂L
∂(Dα

t u)
+ J1(W,Dt

∂L
∂(Dα

t u)
), (5.18)

Cx =W (
∂L
∂ux

−Dx
∂L
∂uxx

) +Dx(W )(
∂L
∂uxx

). (5.19)

Case 1: For the group generator X2 admitted by Eq.(1.5)

X2 = x
∂

∂t
+ 2u

∂

∂u
,
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we obtain the corresponding Lie characteristic function

W1 = 2u− xux. (5.20)

Therefore, for 0 < α < 1,

Ct = vDα−1
t (W1) + J1(W1, vt), (5.21)

Cx = 2(k + l)u2vx − (k + l)xuuxvx + (k − 3l)uvux − (k − l)xvu2x + (k + l)xuvuxx.
(5.22)

Case 2: For the group generator X3 admitted by Eq.(1.5)

X3 = t
∂

∂t
− αu

∂

∂u
,

we obtain the corresponding Lie characteristic function

W2 = −αu− tut. (5.23)

Therefore, for 0 < α < 1,

Ct = vDα−1
t (W2) + J1(W2, vt), (5.24)

Cx = −α(k + l)u2vx − (k + l)tuutvx − 2αkuvux − (k − l)tvutux − (k + l)tuvutx.
(5.25)

6. Conclusion
This paper shows that Lie symmetry analysis method is effective to study the
space-time FPDEs. We obtain the Lie symmetries for the governing equations and
use them to reduce the FPDEs to FODEs. With Laplace transformation and the
power series methods, some explicit solutions are obtained and presented with fig-
ures. Furthermore, we construct the conservation laws for the FPDEs using a new
conservation theorem.
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