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BIFURCATION AND CHAOS ANALYSIS OF A
TWO-DIMENSIONAL DISCRETE-TIME

PREDATOR–PREY MODEL
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Abstract The dynamical behavior of a discrete predator–prey system with
a nonmonotonic functional response is investigated in this work. We study
the local asymptotic stability of the positive equilibrium of the system by
examining the characteristic equation of the linearized system corresponding
to the model. By choosing the growth rate as a bifurcation parameter, the
existence of Neimark-Sacker and period-doubling bifurcations at the positive
equilibrium is established. Furthermore, the effects of perturbations on the
system dynamics are investigated. Finally, examples are presented to illustrate
our main results.
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1. Introduction
Ecological models show a wide range of non-fixed point dynamics, from simple natu-
ral cycles to more complicated chaotic oscillations [2,29]. The study of the predator–
prey model is gaining popularity among various ecological models [8]. There are
two types of mathematical models in the theory of population dynamical models.
The continuous-time models defined by differential equations and the discrete-time
models represented by difference equations. Discrete-time population models have
gotten a lot of attention in recent years. The causes are as follows: First, when pop-
ulations have non-overlapping generations or the number of populations is small,
discrete-time models are more appropriate than continuous-time models. Second,
discrete-time models provide more accurate numerical simulation results. Finally,
the discrete-time models have complicated dynamical behaviors; for example bifur-
cation, chaos, and more complex dynamical behaviors (see, [14, 19,21]).

Recently, many authors have studied various characteristics of predator–prey
models in detail [3, 9, 17, 18, 25]. For example, stability, permanence, and the exis-
tence of periodic solutions of predator–prey models are studied in [1,4,7,11–13,20,
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23, 30, 33]. However, there are few papers that explore the dynamical behavior of
predator–prey models, such as bifurcations and chaos occurrences.

The motivation of this paper is to use the theory of difference equations to
investigate the behavior of a discrete-time predator-prey model. The construction
of this model depends on two main components. The first component, which is the
logistic map, is used to represent the growth of the prey. The type III functional
response, which is the second component, is utilised to reflect both the interaction
between the two species and the growth of the predator. Furthermore, we apply
bifurcation theory and the center manifold theorem to construct the conditions
of existence for flip bifurcation and Neimark-Sacker bifurcation. The theoretical
findings are supported by numerical simulations that show the system’s unique and
interesting dynamical behavior. More specifically, the period-2, attracting invariant
cycles, quasi-periodic orbits, and beautiful chaotic behaviors are presented in this
study.

The outline of this paper is as follows: Section 2 investigates the existence of
equilibria and local stability of the discrete-time model (2.4) with various topo-
logical types. Further, we explore the existence of bifurcations around equilibria.
Numerical simulations using MATLAB are applied in Section 5 to support the the-
oretical analyses and visualize the newly observed complex dynamics of the system.
Section 6 contains the conclusion and discussion.

2. Derivation of the Model
We consider a prey–predator model that consists of two constituent populations;
i.e., prey and predator. Let x(t) and y(t) denote the population densities of prey and
predator at time t, respectively. We impose the following assumptions to formulate
the difference equations which describe the model system.

Assumption 2.1. When predator y is absent, the population of prey x grows in a
logistical manner.

x(t+ 1) = rx(t) (1− x(t)) . (2.1)
Assumption 2.2. The population of prey x will drop in the presence of the predator
y. If we suppose that the interaction between the prey and the predator has a Holling
type III functional response due to the prey’s defensive ability, equation (2.1) can
be expressed as

x(t+ 1) = rx(t) (1− x(t))− β
(x(t))2y(t)

(x(t))2 + 1
.

Assumption 2.3. Prey x are favourite food for predator y, the population density
of predator y will increase in a Holling type III functional response manner in the
presence of favourite food. Hence we have

y(t+ 1) = β
(x(t))2y(t)

(x(t))2 + 1
. (2.2)

Hence from Eqs. (2.1)-(2.2)

x(t+ 1) = rx(t) (1− x(t))− β
(x(t))2y(t)

(x(t))2 + 1
,

y(t+ 1) = β
(x(t))2y(t)

(x(t))2 + 1
.

(2.3)
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With positive initial condition x(0) > 0 and y(0) > 0. Here r is the per capita
growth rate of the prey, β is the maximum value which per capita reduction rate of
x can attain. The conversion rate of prey x into predator y is also considered to be
β. System (2.3) can be written in the form:

F :

x

y

 7−→

 rx (1− x)− β
x2y

x2 + 1

β
x2y

x2 + 1

 . (2.4)

3. Fixed Points: Existence and Stability
In this section, we look at the existence and stability of the system’s fixed points in
R2

+. Results about the existence of fixed points are summarized as follows:

Proposition 3.1. For model (2.4), we can have at most three fixed points:

(i) The trivial fixed point E0(0, 0) always exists;
(ii) The predator-free fixed point E1

(
r−1
r , 0

)
exists if r > 1;

(iii) The interior fixed E2

(
1√
β−1

, −r
√
β−1+(β−1)(r−1)
(β−1)3/2

)
exists if β > 2 and r >

1−β√
β−1−β+1

.

Proof. By solving the following algebraic system, the fixed points correspond to
the steady states of the model population (2.4) can be obtained

rx (1− x)− β
(x)2y

(x)2 + 1
− x = 0,

β
(x)2y

(x)2 + 1
− y = 0,

then all non-negative fixed points of the system (2.4) are E0(0, 0), E1

(
r−1
r , 0

)
, which

is positive if r > 1 and E2

(
1√
β−1

, (β−1)(r−1)−r
√
β−1

(β−1)3/2

)
, which is positive if β > 2

and r > 1−β√
β−1−β+1

.

3.1. Dynamic Behavior of the Model
Now, we will investigate how the solutions of model (2.4) behave around E0, E1,
and E2. Computing the variation matrix corresponding to each fixed point can
be used to study model (2.4) local stability. The Jacobian matrix of model (2.4)
J(x, y) about the fixed point (x, y) is provided by

J(x, y) =

 r(1− x)− rx− 2βxy

x2 + 1
+

2βx3y

(x2 + 1)
2 − βx2

x2 + 1
2βxy

(x2 + 1)2
βx2

x2 + 1

 ,

its characteristic equation is

λ2 − p(x, y)λ+ q(x, y) = 0, (3.1)
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where

p(x, y) =
−2rx5 + (r + β)x4 − 4rx3 + (2r + β)x2 − 2(βy + r)x+ r

(x2 + 1)
2 ,

q(x, y) =
βrx2(1− 2x)

x2 + 1
,

we recall the following definitions:

Definition 3.1. Let E(x, y) be a fixed point of (2.4) and let µ1 and µ2 are the
eigenvalues of (3.1).

(i) E is called a sink (locally asymptotic stable) if | µ1 |< 1 and | µ2 |< 1;
(ii) E is called a source if | µ1 |> 1 and | µ2 |> 1. A source is locally unstable;
(iii) E is called a saddle if | µ1 |< 1 and | µ2 |> 1 (or | µ1 |> 1 and | µ2 |< 1);
(iv) E is called non-hyperbolic if either | µ1 |= 1 and | µ2 |= 1.

The relations between roots and coefficients of the quadratic equation is given
by the following Lemma.

Lemma 3.1. Let R(µ) = µ2 +Aµ+B. Suppose that R(1) > 0, µ1 and µ2 are the
roots of R(µ) = 0. Then

(i) | µ1 |< 1 and | µ2 |< 1 if and only if R(−1) > 0 and B < 1;
(ii) | µ1 |< 1 and | µ2 |> 1 (or | µ1 |> 1 and | µ2 |< 1) if and only if R(−1) < 0;
(iii) | µ1 |> 1 and | µ2 |> 1 if and only if R(−1) > 0 and B > 1;
(iv) µ1 = −1 and | µ2 |6= 1 if and only if R(−1) = 0 and B 6= 0, 2;
(v) µ1 and µ2 are complex and µ1 =| µ2 |= 1 if and only if A2 − 4B < 0 and

B = 1. □

Under certain conditions, the following Proposition confirms the stability of the
fixed points of the system (2.4).

Proposition 3.2. For the fixed point E0 of the system (2.4), the following state-
ments are true:

(i) E0 is sink if 0 < r < 1;
(ii) E0 is never a source;
(iii) E0 is an unstable saddle if r > 1;
(iv) E0 is non-hyperbolic if r = 1.

Proof. The Jacobian matrix associated with (2.4) at E0 is J (E0) and is given by

J(E0) =

 r 0

0 0

 ,

the eigenvalues of J (E0) are λ1 = 0 and λ2 = r. So, the fixed point

(i) E0 is a sink if and only if 0 < r < 1;
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(ii) E0 is never a source since one of the eigenvalues is always zero;
(iii) E0 is a saddle if and only if r > 1;
(iv) E0 is non-hyperbolic if only if r = 1.

Proposition 3.3. The fixed point E1 is asymptotically stable if and only if 1 < r < 3

and β < 2r2−2r+1
(r−1)2 . Moreover, it loses stability:

(i) via branching for r = 1 and there bifurcates to E0;
(ii) via branching for β = 2r2−2r+1

(r−1)2 and there bifurcates to E2 if 1 < r < 3;

(iii) via a supercritical flip for r = 3 and β < 13
4 .

Proof. The Jacobian matrix of (2.4) at E1 is given by

J (E1) =

2− r − β(r − 1)2

2r2 − 2r + 1

0
β(r − 1)2

2r2 − 2r + 1

 , (3.2)

the eigenvalues of J (E1) are λ1 = 2 − r and λ2 = β(r−1)2

2r2−2r+1 . The fixed point E1

is asymptotically stable if and only if |λ1| < 1 and |λ2| < 1, that is, if and only if
1 < r < 3 and β < 2r2−2r+1

(r−1)2 .
The stability region’s boundary points must meet one of three conditions:

(i) r = 1,
(ii) r = 3,
(iii) β = 2r2−2r+1

(r−1)2 ,
in the first case, according to Proposition 3.2 E0 is stable if 0 < r < 1, and loses
its stability at r = 1. In (r, x)-space E0 forms the curve (r, 0) with tangent vector
(1, 0). E1 is represented in (r, x)-space by the curve (r, r−1

r ). When r = 1, these
curves intersect at (1, 0) and the tangent vector in (r, x)-space is (1, 1), so it is clear
that E0 branches to E1 for r = 1.

In the second case, this is a stability boundary only if 1 < r < 3. The Jacobian
(3.2) then has an eigenvalue +1, and these boundary points are also E2 points,
which may be easily verified.

In the third case, this is a stability boundary only if β < 13
4 . In this case, λ1 = −1

which means that E1 loses stability via a period doubling point. It is sufficient to
prove that the corresponding critical normal form coefficient b1, determined via
center manifold reduction, is positive for supercriticality of the period doubling
point; see [26], Ch. 8 and [27].

b1 =
1

6

〈
p, C(q, q, q) + 3B

(
q, (I −A)−1B(q, q)

)〉
.

Here, A = J (E1), and B(·, ·), C(·, ·, ·) are the second- and third- order multilinear
forms, respectively, and p and q are the left and right eigenvectors of A for the
eigenvalue −1, respectively. These vectors are normalized by 〈p, q〉 = 1, 〈q, q〉 = 1,
where 〈·, ·〉 is the standard scalar product in R2. We obtain

q =

 q1

q2

 =

 1

0

 ,
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p =

p1

p2

 =

 1

4β
13+4β

 ,

the components of the second-order multilinear form B(q, q) are given by

[B(q, q)]1 =

2∑
j,k=1

∂2(rx (1− x)− β x2y
x2+1 )

∂xj∂xk
qjqk = −2rq1q1 +

108β

169
q2q2 = −6,

[B(q, q)]2 =

2∑
j,k=1

∂2(β x2y
x2+1 )

∂xj∂xk
qjqk = −108β

169
q1q2 = 0,

where the state variable vector is for ease of notation generically denoted by (x1, x2)
T

instead of (x, y)T . Let η = (I −A)−1B(q, q), then we have η =

−3

0

 and find

B(q, η) =

18

0

 ,

the component of the third-order multilinear form C(q, q, q) are given by

C(q, q, q) =

 0

0

 ,

the critical normal form coefficient b1 is given by

b1 =
1

6
pT

 54

0

 = 9,

which is obviously positive. This completes the proving of the flip point’s super-
criticality E1.

The dynamical behavior of the system near the interior fixed point E2 is of
particular interest to us because of its significance. The Lemma (3.1) can be used
to find conditions that guarantee that the characteristic roots of Jacobian matrices
about E2 are contained within the unit disc.

Proposition 3.4. The positive equilibrium point E2 of the discrete-time model (2.4)
is locally asymptotically stable if and only if the following conditions holds

(i) r <
(2β − 1)

√
β − 1

−
√
β − 1 + β + 1

;

(ii) r >

√
β − 1√

β − 1− 1
;

(iii) r(
√
β − 1− 2) <

√
β − 1.
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Proof. The Jacobian matrix of (2.4) at E2 is given by

J (E2) =

− ((r − 2)β − 2r + 2)
√
β − 1 + 2r√

β − 1β
− 1

−2r
√
β − 1 + 2(β − 1)(r − 1)

β
1

 ,

and the characteristic equation of J(E2) is

λ2 − pλ+ q = 0,

where
p = − ((r − 3)β − 2r + 2)

√
β − 1 + 2r

β
√
β − 1

,

q =
r(
√
β − 1− 2)√
β − 1

,

according to lemma (3.1), the positive equilibrium point E2 is locally asymptotically
stable if

|p| < 1 + q < 2.

We note that the the criterion 1 + p + q > 0 is easily seen to be equivalent to the
condition

r <
(2β − 1)

√
β − 1

−
√
β − 1 + β + 1

,

next, the criterion 1− p+ q > 0 is easily seen to be equivalent to

r >

√
β − 1√

β − 1− 1
,

the criterion 1− q > 0 translates as

r(
√
β − 1− 2) <

√
β − 1.

The three curves r = (2β−1)
√
β−1

−
√
β−1+β+1

, r =
√
β−1√

β−1−1
, and r =

√
β−1√

β−1−2
are forming

boundaries for the stability region of fixed point E2 (see Figure 1). The curves r =
(2β−1)

√
β−1

−
√
β−1+β+1

and r =
√
β−1√

β−1−1
intersect solely at D1(r = 3, β = 13

4 ), and the curves
r = (2β−1)

√
β−1

−
√
β−1+β+1

and r =
√
β−1√

β−1−2
meet at D2(r ≈ 5.678685656, β ≈ 6.892551992).

The case of the nonhyperbolic fixed point is more complicated. There are various
possible possibilities based on eigenvalues of 1 or -1. When one of the eigenvalues is
in the unit circle and the other eigenvalue is inside the unit circle, it’s customary to
apply center manifold theory to determine the stability of the fixed point [10,26,31].

Proposition 3.5. E2 loses stability:

(i) via a flip point when 13
4 < β < 6.892551992 and r = (2β−1)

√
β−1

−
√
β−1+β+1

;

(ii) via a Neimark-Sacker point when 6.892551992 < β and r =
√
β−1√

β−1−2
;

(iii) via a branch point when 13
4 < β and r =

√
β−1√

β−1−1
where it bifurcates to E1;

(iv) via a branch-flip (BPPD) point at D1(r = 3, β = 13
4 );
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Figure 1. Stability regions in (β, r)-space.

(v) via a resonance 1: 2 point at D2(r ≈ 5.678685656, β ≈ 6.892551992).

Proof. The stability boundary of E2, according to Proposition 3.4, is made up of
sections of three curves, namely,
(1) Curve 1: r = (2β−1)

√
β−1

−
√
β−1+β+1

,
(2) Curve 2: r =

√
β−1√

β−1−1
,

(3) Curve 3: r =
√
β−1√

β−1−2
.

On the stability boundary of E2, the points of Curve 1 meet 1 + p + q = 0,
meaning that they have an eigenvalue of −1 and, thus, are period doubling points.
The points of Curve 3 which are on the stability boundary satisfy q = 1, that is,
they have two eigenvalues with product 1, and, thus, are Neimark-Sacker points.
On the stability boundary, the points of Curve 2 satisfy 1−p+ q = 0, meaning that
they have an eigenvalue of 1. It’s straightforward to see that E2 then branches to
E1.

When this is combined with Proposition 3.3, the interior points of the boundary
parts of Curves 1,2, and 3 create the sets specified in this Proposition parts (i), (ii),
and (iii), respectively.

When r = 3 and β = 13
4 the intersection point of Curves 1 and 2 is a branch

flip point (BPPD) with eigenvalues −1 and 1. The intersection point of Curves 1
and 3 (when r ≈ 5.678685656 and β ≈ 6.892551992 ) is a resonance 1 : 2 point with
double eigenvalue −1.

4. Bifurcations analysis
The bifurcation analysis of model (2.4) is the focus of this section. The number
of fixed points and their topological types change as the parameters (r, β) vary in
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different regions, according to the results in Propositions 3.4 and 3.5.

4.1. Neimark–Sacker bifurcation about E2

Firstly, we will discuss the Neimark-Sacker bifurcation of the discrete-time model
(2.4) about E2. Consider the parameter r in a neighborhood of r∗, i.e., r = r∗ + ϵ
where ϵ � 1, then the discrete-time model (2.4) becomes

xn+1 = (r∗ + ϵ)xn (1− xn)− β
x2
nyn

x2
n + 1

,

yn+1 = β
x2
nyn

x2
n + 1

.

(4.1)

The characteristic equation of J
E2

(
1√
β−1

,
−(r∗+ϵ)

√
β−1+(β−1)(r∗+ϵ−1)

(β−1)3/2

) of the discrete-

time model (4.1) about E2

(
1√
β−1

, −(r∗+ϵ)
√
β−1+(β−1)(r∗+ϵ−1)
(β−1)3/2

)
is

λ2 − p(ϵ)λ+ q(ϵ) = 0,

where
p(ϵ) = − ((r∗ + ϵ− 3)β − 2 (r∗ + ϵ) + 2)

√
β − 1 + 2 (r∗ + ϵ)√

β − 1β
,

q(ϵ) =
(
√
β − 1− 2) (r∗ + ϵ)√

β − 1
.

The roots of characteristic equation of J(E2) are

λ1,2=
p(ϵ)± ι

√
4q(ϵ)− p2(ϵ)

2
,

= − ((r∗ + ϵ− 3)β − 2r∗ − 2ϵ+ 2)
√
β − 1 + 2r∗ + 2ϵ

2β
√
β − 1

± ι

2

√
4(
√
β−1−2)(r∗+ϵ)√

β−1
− (((r∗+ϵ−3)β−2r∗−2ϵ+2)

√
β−1+2r∗+2ϵ)2

(β−1)β2
,

|λ1,2| =
√
q(ϵ) =

√
(
√
β − 1− 2) (r∗ + ϵ)√

β − 1
,

and
d |λ1,2|
dϵ

∣∣∣∣
ϵ=0

=

√√
β − 1− 2

2
√
r(β − 1)1/4

> 0.

Additionally, we required that when ϵ = 0, λm
1,2 6= 1,m = 1, 2, 3, 4, which corre-

sponds to p(0) 6= −2, 0, 1, 2, which is true by computation.
Let un = xn − x∗, vn = yn − y∗ then the equilibrium E2 of the discrete-time

model (2.4) transforms into O(0, 0).
By manipulation, one gets

un+1 = (r∗ + ϵ) (un + x∗) (1− un − x∗)− β (un + x∗)
2
(vn + y∗)

(un + x∗)
2
+ 1

− x∗,

vn+1 =
β (un + x∗)

2
(vn + y∗)

(un + x∗)
2
+ 1

− y∗,

(4.2)
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where x∗ = 1√
β−1

, y∗ = −r
√
β−1+(β−1)(r−1)
(β−1)3/2

. Hereafter, when ϵ = 0, the normal form
of system (4.2) is studied. Expanding (4.2) up to fourth order about (un, vn) = (0, 0)
by Taylor series, we get

un+1 = Λ11un + Λ12vn + Λ13u
2
n + Λ14unvn + Λ15u

3
n + Λ16u

2
nvn +O(|un|, |vn|)4,

vn+1 = Λ21un + Λ22vn + Λ22u
2
n + Λ24unvn + Λ25u

3
n + Λ26u

2
nvn +O(|un|, |vn|)4,


where

Λ11 = − (2r∗(x∗)5−r∗(x∗)4+4r∗(x∗)3+2βx∗y∗−2r∗(x∗)2+2r∗x∗−r∗)
((x∗)2+1)2

, Λ12 = − β(x∗)2

(x∗)2+1 ,

Λ13 =
(−r∗(x∗)6−3r∗(x∗)4+3β(x∗)2y∗−3r∗(x∗)2−βy∗−r∗)

((x∗)2+1)3
, Λ14 = − 2βx∗

((x∗)2+1)2
,

Λ15 = − 4βx∗y∗((x∗)2−1)
((x∗)2+1)4 , Λ16 = β(3(x∗)2−1)

((x∗)2+1)3 ,

Λ21 = 2βx∗y∗

((x∗)2+1)2
, Λ22 = β(x∗)2

(x∗)2+1 , Λ23 = −βy∗(3(x∗)2−1)
((x∗)2+1)3

, Λ24 = 2βx∗

((x∗)2+1)2
,

Λ25 = −Λ15, Λ26 = −Λ16.

Now, let

η=− ((r∗ + ϵ− 3)β − 2r∗ − 2ϵ+ 2)
√
β − 1 + 2r∗ + 2ϵ

2β
√
β − 1

,

ζ=
1

2

√
4(
√
β−1−2)(r∗+ϵ)√

β−1
− (((r∗+ϵ−3)β−2r∗−2ϵ+2)

√
β−1+2r∗+2ϵ)2

(β−1)β2
,

and the invertible matrix T defined by

T =

 Λ12 0

η − Λ11 −ζ

 .

Using the following translation:un

vn

 =

 Λ12 0

η − Λ11 −ζ

Xn

Yn

 ,

(4.2) gives Xn+1

Yn+1

 =

 η −ζ

ζ η

Xn

Yn

+

Φ(Xn, Yn)

Ψ (Xn, Yn)

 , (4.3)

where

Φ(Xn, Yn) = Π11Xn
2 +Π12XnYn +Π13X

3
n +Π14X

2
nYn +O(|Xn|, |Yn|)4,

Ψ(Xn, Yn) = Π21Xn
2 +Π22XnYn +Π23X

3
n +Π24X

2
nYn +O(|Xn|, |Yn|)4,

and

Π11 = Λ12Λ13 + Λ14 (η − Λ11) ,



1920 T. El-Azab, M. Y. Hamada & H. El-Metwally

Π12 = −ζΛ14,

Π13 = Λ12(Λ15Λ12 + Λ16(η − Λ11)),

Π14 = −ζΛ16Λ12,

Π21 =
1

ζ

[
(η − Λ11) (Λ12(Λ13 − Λ24) + Λ14(η − Λ11))− Λ23Λ

2
12

]
,

Π22 = Λ14(η − Λ11)− Λ24Λ12,

Π23 =
Λ12

ζ

[
Λ16 (η − Λ11)

2 − Λ25Λ
2
12 − (Λ26 − Λ15) (η − Λ11) Λ12

]
,

Π24 = Λ26Λ
2
12 − Λ12Λ16 (η − Λ11) .

In addition,

ΦXnXn |(0,0) = 2Π11, ΦXnYn |(0,0) = Π12, ΦYnYn |(0,0) = 0,

ΦXnXnXn
|(0,0)=6Π13, ΦXnXnYn

|(0,0)=2Π14, ΦXnYnYn
|(0,0)= ΦYnYnYn

|(0,0)=0,

and

ΨXnXn
|(0,0) = 2Π21, ΨXnYn

|(0,0) = Π22, ΨYnYn
|(0,0) = 0,

ΨXnXnXn
|(0,0)=6Π23, ΨXnXnYn

|(0,0)=2Π24, ΨXnYnYn
|(0,0)=ΨYnYnYn

|(0,0)=0.

In order for (4.3) to undergo a Neimark-Sacker bifurcation, it is mandatory that
the following discriminatory quantity, i.e., χ 6= 0 (see [10,26,28]),

χ = −Re

[
(1− 2λ̄)λ̄2

1− λ
τ11τ20

]
− 1

2
‖τ11‖2 − ‖τ02‖2 +Re

(
λ̄τ21

)
,

where

τ02 =
1

8
[ΦXnXn − ΦYnYn + 2ΨXnYn + ι (ΨXnXn −ΨYnYn + 2ΦXnYn)]

∣∣∣∣
(0,0)

,

τ11 =
1

4
[ΦXnXn +ΦYnYn + ι (ΨXnXn +ΨYnYn)]

∣∣∣∣
(0,0)

,

τ20 =
1

8
[ΦXnXn

− ΦYnYn
+ 2ΨXnYn

+ ι (ΨXnXn
−ΨYnYn

− 2ΦXnYn
)]

∣∣∣∣
(0,0)

,

τ21 =
1

16
[ΦXnXnXn

+ΦXnYnYn
+ΨXnXnYn

+ΨYnYnYn

+ ι (ΨXnXnXn
+ΨXnYnYn

− ΦXnXnYn
− ΦYnYnYn

)] |(0,0) .

After calculating, we get

τ02 =
1

4
[Π11 +Π22 + ι (Π21 +Π12)] ,

τ11 =
1

2
[Π11 + ιΠ21] ,

τ20 =
1

4
[Π11 +Π22 + ι (Π21 −Π12)] ,

τ21 =
1

8
[3Π23 +Π24 + ι (3Π23 −Π24)] .

Based on this analysis and the Neimark-Sacker bifurcation theorem discussed in
[6, 16,22,26,27], we arrive at the following Proposition.
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Proposition 4.1. If χ 6= 0 then the discrete-time model (2.4) undergoes a Neimark-
Sacker bifurcation about E2 as (β, r) satisfy condition 2 in Proposition 3.5. Ad-
ditionally, an attracting (resp. repelling) closed curve bifurcates from E2 if χ < 0
(resp. χ > 0).

Remark 4.1. According to bifurcation theory discussed in [27], the bifurcation
is called a supercritical Neimark-Sacker bifurcation if the discriminatory quantity
χ < 0.

4.2. Period-doubling bifurcation
The period-doubling bifurcation of model (2.4) at E2 is investigated here, when
parameters vary in a small neighborhood of

PE2
=

{
(β, r) : r =

(2β − 1)
√
β − 1

−
√
β − 1 + β + 1

and 13

4
< β < 6.892551992

}
.

Select arbitrary parameters (β, r) from PE2
. We consider the parameter r∗ as a

new dependent variable, and we can get

xn+1 = (r + r∗)xn (1− xn)− β
x2
nyn

x2
n + 1

,

yn+1 = β
x2
nyn

x2
n + 1

.

(4.4)

Let un = xn − x∗, vn = yn − y∗ then the equilibrium E2 of the discrete-time model
(4.4) transforms into O(0, 0).

By calculating we get

un+1 = Λ̂11un + Λ̂12vn + Λ̂13u
2
n + Λ̂14unvn +Υ01unr

∗ +Υ02u
2
nr

∗ + Λ̂15u
3
n

+ Λ̂16vnu
2
n +O (|un| , |r∗|)4 ,

vn+1 = Λ̂21un + Λ̂22vn + Λ̂23u
2
n + Λ̂24unvn + Λ̂25u

3
n + Λ̂26vnu

2
n

+O (|un| , |vn|)4 ,

(4.5)

where

Λ̂11 = −
(
2r(x∗)5 − r(x∗)4 + 4r(x∗)3 + 2βx∗y∗ − 2r(x∗)2 + 2r(x∗)− r

)
((x∗)2 + 1)

2 ,

Λ̂12 = − β(x∗)2

(x∗)2 + 1
,

Λ̂13 =

(
−r(x∗)6 − 3r(x∗)4 + 3β(x∗)2y∗ − 3r(x∗)2 − βy∗ − r

)
((x∗)2 + 1)

3 ,

Λ̂14 = − 2βx∗

((x∗)2 + 1)
2 , Υ01 = −(2x∗ − 1), Υ02 = −1, Λ̂15 = −

4βx∗y∗
(
(x∗)2 − 1

)
((x∗)2 + 1)

4 ,

Λ̂16 =
β
(
3(x∗)2 − 1

)
((x∗)2 + 1)

3 , Λ̂21 =
2βx∗y∗

((x∗)2 + 1)
2 , Λ̂22 =

β(x∗)2

(x∗)2 + 1
,

Λ̂23 = −
βy∗

(
3(x∗)2 − 1

)
((x∗)2 + 1)

3 , Λ̂24 =
2βx∗

((x∗)2 + 1)
2 , Λ̂25 =

4βx∗y∗
(
(x∗)2 − 1

)
((x∗)2 + 1)

4 ,
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Λ̂26 = −
β
(
3(x∗)2 − 1

)
((x∗)2 + 1)

3 .

Now, construct an invertible matrix T

T =

 Λ̂12 Λ̂12,

−1− Λ̂11 λ2 − Λ̂11

 ,

and use the translationun

vn

 =

 Λ̂12 Λ̂12

−1− Λ̂11 λ2 − Λ̂11

Xn

Yn

 ,

(4.5) gives Xn+1

Yn+1

 =

−1 0

0 λ2

Xn

Yn

+

 Φ̂ (un, vn, r
∗)

Ψ̂ (un, vn, r
∗)

 , (4.6)

where

Φ̂ (un, vn, r
∗)

=
Λ̂13

(
λ2 − Λ̂11

)
− 2Λ̂23Λ̂12

Λ̂12 (1 + λ2)
u2
n +

Λ̂14

(
λ2 − Λ̂11

)
− 2Λ̂12Λ̂24

Λ̂12 (1 + λ2)
unvn

+
Υ01

(
λ2−Λ̂11

)
Λ̂12 (1+λ2)

unr
∗+

Υ02

(
λ2−Λ̂11

)
Λ̂12 (1+λ2)

u2
nr

∗+
Λ̂15

(
λ2−Λ̂11

)
−2Λ̂12Λ̂25

Λ̂12 (1+λ2)
u3
n

+
Λ̂16

(
λ2 − Λ̂11

)
− 2Λ̂12Λ̂26

Λ̂12 (1 + λ2)
u2
nvn +O (|un| , |vn| , |r∗|)4 ,

Ψ̂ (un, vn, r
∗)

=
Λ̂13

(
1 + Λ̂11

)
+ Λ̂12Λ̂23

Λ̂12 (1 + λ2)
u2
n +

Λ̂14

(
1 + Λ̂11

)
+ Λ̂12Λ̂24

Λ̂12 (1 + λ2)
unvn

+
Υ01

(
1 + Λ̂11

)
Λ̂12 (1 + λ2)

unr
∗ +

Υ02

(
1 + Λ̂11

)
Λ̂12 (1 + λ2)

u2
nr

∗ +
Λ̂15

(
1 + Λ̂11

)
+ Λ̂12Λ̂25

Λ̂12 (1 + λ2)
u3
n

+
Λ̂16

(
1 + Λ̂11

)
+ Λ̂12Λ̂26

Λ̂12 (1 + λ2)
u2
nvn +O (|un| , |vn| , |r∗|)4 .

u2
n = Λ̂12

2 (
X2

n + 2XnYn + Y 2
n

)
,

unvn = −Λ̂12

(
1 + Λ̂11

)
X2

n +
(
Λ̂12

(
λ2 − Λ̂11

)
− Λ̂12

(
1 + Λ̂11

))
XnYn

+ Λ̂12

(
λ2 − Λ̂11

)
Y 2
n ,

unr
∗ = Λ̂12Xnr

∗ + Λ̂12Ynr
∗,
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u2
nr

∗ = Λ̂12

2 (
X2

nr
∗ + 2XnYnr

∗ + Y 2
n r

∗) .
Hereafter we determine the center manifold W c(0, 0) of (4.6) about (0, 0) in a small
neighborhood of r∗ [5,26,27,32]. By center manifold theorem, there exists a center
manifold W c(0, 0) that can be represented as follows:

W c(0, 0)=
{
(Xn, Yn) : Yn=c0r

∗+c1X
2
n+c2Xnr

∗+c3(r
∗)2+O

(
(|Xn| , |r∗|)3

)}
,

where O
(
(|Xn|+ |r∗|)3

)
is a function with order at least three in their variables

(Xn, r
∗), and

c0 = 0,

c1 =
−Λ̂23Λ̂12

2
+
(
1 + Λ̂11

) [
Λ̂14

(
1 + Λ̂11

)
− Λ̂12(Λ̂13 − Λ̂24)

]
λ2
2 − 1

,

c2 = −
Υ01

(
1 + Λ̂11

)
(1 + λ2)2

,

c3 = 0.

Therefore, we consider the map (4.6) restricted to W c(0, 0) as follows:

f (Xn)=−Xn+h1X
2
n+h2Xnr

∗+h3X
2
nr

∗+h4Xn(r
∗)2+h5X

3
n+O

(
(|Xn| , |r∗|)4

)
, (4.7)

where

h1 =
1

1 + λ2

[
Λ̂11

2
Λ̂14 +

((
Λ̂23 − Λ̂13

)
Λ̂12 − Λ̂14 (λ2 − 1)

)
Λ̂11

+
(
λ2Λ̂13 + Λ̂23

)
Λ̂12 − λ2Λ̂14

]
,

h2 =
1

1 + λ2

[
Υ01

(
λ2 − Λ̂11

)]
,

h3 =
1

(λ2−1)(λ2+1)3

[(
− Λ14(1+Λ11)λ

3
2+
(
− Λ23Λ

2
12−3(Λ13−Λ24)(1+Λ11)Λ12

+ 4Λ2
11Λ14+7Λ11Λ14+3Λ14

)
λ2
2+
(
(5Λ11Λ23+3Λ23)Λ

2
12+3

(
(Λ13−

5

3
Λ24)Λ11

+
1

3
Λ13 − Λ24

)
(1 + Λ11)Λ12 − 3Λ14Λ11(Λ11 +

4

3
)(1 + Λ11)

)
λ2 + (−3Λ11Λ23

− 4Λ23)Λ
2
12−

(
(Λ13−3Λ24)Λ11−2Λ24

)
(1+Λ11)Λ12+Λ2

11Λ14(1+Λ11)
)
Υ01

+Υ02Λ12(λ2 − 1)(λ2 − Λ11)(λ2 + 1)2
]
,

h4 =
Υ2

01

(
λ2 − Λ̂11

)(
1 + Λ̂11

)
(λ2

2 − 1) (λ2 + 1)
,



1924 T. El-Azab, M. Y. Hamada & H. El-Metwally

h5 =
1

(λ2 − 1)(λ2 + 1)2

[
4Λ4

12Λ
2
23 +

(
6(Λ13 −

4

3
Λ24)Λ23Λ11 − 2λ2

2Λ25 − 2λ2Λ23(Λ13

− Λ24)+4Λ13Λ23−6Λ23Λ24+2Λ25

)
Λ3
12+

((
− 6Λ14Λ23+2(Λ13−Λ24)(Λ13

− 2Λ24)
)
Λ2
11+

(
(2Λ26−Λ15)λ

2
2+
(
3Λ14Λ23−2(Λ13−Λ24)

2
)
λ2+2Λ2

13−8Λ13Λ24

− 9Λ14Λ23+6Λ2
24−2Λ26+Λ15

)
Λ11+λ3

2Λ15+(2Λ26−Λ14Λ23)λ
2
2+4Λ13Λ24

− 2Λ2
13 + Λ14Λ23 − 2Λ2

24 − Λ15)λ2 − 2Λ13Λ24 − 4Λ14Λ23 + 2Λ2
24 − 2Λ26

)
Λ2
12

− (1 + Λ11)
(
4Λ14(Λ13 −

3

2
Λ24)Λ

2
11 +

(
Λ16 − λ2

2Λ16 − 5λ2Λ14(Λ13 − Λ24)

+ (3Λ13−7Λ24)Λ14+Λ16

)
Λ11+λ3

2Λ16+Λ14(Λ13−Λ24)λ
2
2+
(
3Λ14(Λ24−Λ13)Λ14

− Λ16

)
λ2 − 2Λ14Λ24

)
Λ12 + Λ2

14(1 + Λ11)
2(λ2 − Λ11)(λ2 − 2Λ11 − 1)

]
.

In order for the map (4.7) to undergo a period-doubling bifurcation, we require that
the following discriminatory quantities are non-zero:

Λ1 =

(
∂2f

∂Xn∂r∗
+

1

2

∂f

∂r∗
∂2f

∂X2
n

)∣∣∣∣
(0,0)

,

Λ2 =

(
1

6

∂3f

∂X3
n

+

(
1

2

∂2f

∂X2
n

)2
)∣∣∣∣∣

(0,0)

.

After calculating we obtain
Λ1 = h2 +

1

2
h3,

and
Λ2 = h5 + h2

1.

From the above analysis in [24] and theorem in [6,16,22,26,27],we have the following
Proposition.

Proposition 4.2. If Λ2 6= 0, the map (4.4) undergoes a period-doubling bifurcation
about the unique positive equilibrium E2 when r∗ varies in a small neighborhood of
O(0, 0). Moreover, if Λ2 > 0 ( resp .Λ2 < 0), then the period-2 points that bifurcate
from E2 are stable (resp. unstable).

5. Numerical simulations
In this section, we give some numerical simulations for model (2.4) to support our
theoretical results. We will simulate the phase portraits of model (2.4) for different
parameter regions. The MATLAB tool Cl MatContM will be used to perform a
numerical bifurcation analysis; see [15, 27]. The bifurcation analysis is based on
continuation methods, in which we trace solution manifolds of fixed points while
changing some map parameters.

The bifurcation parameters are explored in the following four cases:
Case 1. Choosing r = 0.5, β = 2, with initial value (x0, y0) = (0.1, 0.1), We see

that model (2.4) has stable equilibrium point E0(0, 0). Figure 2 shows the correct-
ness of discussion about equilibrium E0 = (0, 0) in Section 2. The MATCONTM
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(a) stable equilibrium (b) Continuation of E0 in (r, x)-space.
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Figure 2. Phase portrait of equilibrium point E0 and its bifurcating to E1
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(a) stable equilibrium (b) Continuation of E1 in (r, x)-space. The
branch point (BP), period doubling point (PD)

Figure 3. Phase portraits of equilibrium point E1 and its bifurcation curve

report is
label = BP, x =

(
0.000000 0.000000 1.000000

)
,

From Figure 2 (b) we see that equilibrium E0 = (0, 0) loses its stability and
bifurcates to E1 when r = 1.

Case 2. Choosing r = 2.9, β = 1, with initial value (x0, y0) = (0.6, 0.4), model
(2.4) has stable equilibrium point E1(0.6551724138, 0). In stability region of E1

with r free, we can see that E1 is stable when 1 < r < 3. It loses its stability via a
supercritical period doubling point (PD) when r = 3, and via a branch point when
r = 1 (see Figure 3 (b)). Figure 3 demonstrates the correctness of discussion about
equilibrium E1

(
r−1
r , 0

)
in Section 2. The MATCONTM report is

label = BP, x =
(
0.000000 0.000000 1.000000

)
,

label = PD, x =
(
0.666667 0.000000 3.000000

)
,



1926 T. El-Azab, M. Y. Hamada & H. El-Metwally

Normal form coefficient of PD = 2.700155e+ 01.
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Figure 4. Phase portraits of equilibrium point E2 and its bifurcation curve

Case 3. Varying r in range 3.5 ≤ r ≤ 4.15 and fixing β = 8. When 3.5 ≤ r <
4.097167 model (2.4) has a unique stable equilibrium point E2, see Figure 4 (a-c).
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Figure 5. Phase portraits of equilibrium point E2 and its bifurcation curve

E2 loses its stability via a Neimark–Sacker bifurcation when r = 4.097167 with

√√
β − 1− 2

2
√
r(β − 1)1/4

= 0.1220355 > 0.
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Moreover, the eigenvalues of JE2
about E2 are

λ1,2 = −0.3139822365± 0.9368561103ι, (5.1)

after some calculations from Maple one gets

τ02 = 0.273120951 + 4.117649462ι,

τ11 = −3.076368451 + 8.96217797ι,

τ20 = 0.1365604746 + 2.42226425ι,

τ21 = 3.628281910− 21.18823279ι.

(5.2)

The value of the discriminatory quantity is χ = −58.79414975 < 0 in light of (5.1)
and (5.2). As a result, if r > 4.097167, the discrete-time model (2.4) undergoes a
supercritical Neimark–Sacker bifurcation, resulting in a stable invariant close curve,
as shown in Figure 4 (d-e). The MATCONTM report is

label = BP, x =
(
0.377964 0.000000 1.607625

)
,

label = NS, x =
(
0.377964 0.585310 4.097167

)
,

Normal form coefficient of NS = −1.905451e + 01.

Case 4. Varying r in range 5 ≤ r ≤ 5.2 and fixing β = 6, with initial value
(x0, y0) = (0.5, 0.8). Figure 5 shows that equilibrium E2 is stable for r < 5.163119,
and loses its stability when r = 5.163119 via a period doubling bifurcation. Fur-
ther, when r > 5.163119 a chaotic set is emerged with the increasing of r. The
MATCONTM report is

label = BP, x =
(
0.447214 0.000000 1.809017

)
,

label = PD, x =
(
0.447214 0.829180 5.163119

)
,

Normal form coefficient of PD = 3.336173e + 00.

Algorithm analysis is the calculation of the amount of resources needed for an
algorithm to be performed and the memory capacity provided by an algorithm. In
this sense, parameters such as instruction space are regarded as constant in space
complexity and parameters such as compile time. The running time of an algorithm
is determined by the complexity of time and the complexity of space as a function.
The amount of time needed for an algorithm to be performed is known as time
complexity. Therefore, the time complexity of our algorithm is O(nk) where 1 ≤ k.

6. Conclusion
A planar map that models a predator-prey relationship with nonoverlapping gen-
erations was investigated in this study. Analytically, we were able to extract a
detailed description of the stability regions of the system’s fixed points, E0, E1, and
E2. Moreover, We used analytical methods, by direct computation of the normal
form, to determine the criticality of the flip and Neimark-Sacker bifurcations for E1
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and E2. In addition, system (2.4) exhibits a variety of dynamical behaviours that are
interesting, such as an invariant cycle, a cascade of period-doubling, quasi-periodic
orbits, and chaotic sets. This suggests that predators and prey can coexist in stable
period-n orbits and an invariant cycle. These findings show that the discrete model
has more richer dynamics than the continuous model.
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