Journal of Applied Analysis and Computation Website:http://www.jaac-online.com
Volume 13, Number 5, October 2023, 2646-2658 DOI:10.11948/20220484

OSCILLATION OF SECOND-ORDER
HALF-LINEAR NEUTRAL NONCANONICAL
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Abstract In this paper, we shall establish some new criteria for the oscilla-
tion of certain second-order noncanonical dynamic equations with a sublinear
neutral term. This task is accomplished by reducing the involved nonlinear
dynamic equation to a second-order linear dynamic inequality. We also estab-
lish some new oscillation theorems involving certain integral conditions. Three
examples, illustrating our results, are presented. Our results generalize results
for corresponding differential and difference equations.
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1. Introduction

The usual notation and terminology for time scales as can be found in Bohner and
Peterson [10] will be used throughout. Here, we are concerned with obtaining some
new criteria for the oscillation of second-order half-linear dynamic equations with
a sublinear neutral term of the form

(« ™))" ® +a®f@(gt) =0, t=to, (E)

where y(t) = 2(t) + p(t)2®(5(t)). For an arbitrary time scale T (i.e., a nonempty
closed subset of the real numbers) with sup T = oo, we set [tg, 00)T = [to,00) N'T,
and we assume throughout that

(Hl) a,p,q € Crd([t()voo)']fv (Ov OO))’
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(Hs) g,0 € Cra([to, )T, T) are nondecreasing with d(t) <, g(t) < t, and
lim 6(t) = tliglo g(t) = oo;

t—o0

(H3) @ >1and 0 < 8 <1 are ratios of positive odd integers;

(Hq) f € C(R,R) and f(z)/x™ > M > 0 for x # 0.

Our presented results will also employ the hypotheses

A(t) = /too alﬁés(s) <oo forall t>tg; (Hs)

/too q(s)As = oo; (He)
- p()AT(8(t) _

i O (Hy)

g, plE) =0, (1)

Recall that a solution of (E) is a nontrivial real-valued function z satistying (E) for
sufficiently large t. Solutions vanishing identically in some neighborhood of infinity
will be excluded from our consideration. A solution z of (E) is said to be oscillatory
if it is neither eventually positive nor eventually negative; otherwise, it is called
nonoscillatory. An equation itself is said to be oscillatory if all its solutions are
oscillatory.

The problem of investigating oscillation criteria for various types of dynamic
equations has been a very active research area over the past two decades, see [2,
5,11,30]. A large number of papers and monographs has been devoted to this
problem; for some recent contributions, we refer to [1,3,6,13,14,16-18,25-29, 31]
and the references contained therein. In particular, oscillatory behavior of solutions
to half-linear equations has been the subject of numerous studies; see, e.g., the
papers [7-9,20-23] for more details. We point out that analysis of qualitative
behavior of half-linear equations is important not only for the further development
of oscillation theory, but for practical reasons too since half-linear equations have
numerous applications in the study of p-Laplace equations, and so forth; see, e.g.,
the papers [7,8,19,24] (we also refer to [19,24] for models from mathematical biology,
where oscillation and/or delay actions may be formulated by means of cross-diffusion
terms).

The purpose of this paper is to provide some new oscillation criteria for (E) in
noncanonical form, i.e., satisfying (Hs), via a comparison with second-order linear
dynamic inequalities. We also establish new theorems involving integral conditions
that ensure the oscillation of (E). For related results in the case of corresponding
differential equations, i.e., T = R, we refer to [12,20,21]. For related results in the
case of corresponding difference equations, i.e., T = Z, we refer to [4]. For related
results in the time scales case, we also refer to [7-9,15,23].

After this introduction, Section 2 gives three auxiliary results that are needed in

the proofs of our five main theorems in Section 3. We conclude the paper in Section
4 with three examples, illustrating our theoretical findings.
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2. Auxiliary Results

In this section, we give some auxiliary results that are used in the remainder of this
paper.

Lemma 2.1. If (H1)—(Hg) and (Hs) hold, then any eventually positive solution of
(E) is eventually decreasing.

Proof. Let x be an eventually positive solution of (E), say
xz(t) >0, z(6(t)) >0, x(g(t)) >0 for tE€ [t1,00)r (2.1)
for some t; > to. Then (E) implies (a (y‘\‘)a)A < 0 on [t;,00)T, so that
a (yA)a is decreasing on  [t1, 00)T. (2.2)
By (2.2), we either have
a (yA)a >0, ie, y*>0 on [t1, 00)T, (2.3)
or otherwise there exists t5 > t1 such that
a (yA)a <0, ie, y> <0 on [ty,00)T. (2.4)
Assume now that (2.3) holds. By (2.2), we have
a(t) (yA(t))a <a(ty) (yA(tl))a for all ¢>t¢.

Rearranging, we have
a\ /o
t1) (y2(t
yA(t) < <a(1)(y(1))> for all ¢ >t¢;.

Integrating this inequality from ¢; to ¢ > t;, we get

W) < alt) +a ) [ ms

(2.3) y N
< ylty) +a/“(t)y=(t1)A(ty) for all ¢ >ty.

Thus, due to (Hs), y is bounded above, and together with (2.3), y has a finite
positive limit, say ¢ € (0,00), at infinity. This implies that 2 is bounded and
lim x(t) = tgnolo y(t) = L.

t—o0

Hence, there exist € > 0 and t* > ¢; such that z(g(¢)) > £ —e¢ > 0 for all t > t*.
Therefore, (E) and (Hy) imply that

(a (yA)a>A (t) < —(£—e)*Mq(t) forall t>t,.

Integrating from t* to t > t., we find

) (1) < at) (1) = (="M [ a(s)s
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for all t > t,. Letting t — oo implies, in view of (Hg), that

lim a(t) (yA(t))a) = —00,

t—o0
contradicting (2.3). Hence, (2.4) holds, completing the proof. O

Lemma 2.2. Assume (Hy)—(Hg) and (Hg). Let x be an eventually positive solution
of (E). Then w = a'/*y® satisfies eventually w < 0, w™ <0, and

aw® (w?)* 7 < (W) < awPw® (2.5)

Proof. Suppose z satisfies (2.1). Lemma 2.1 yields w < 0 on [tz,00)r. By
Potzsche’s chain rule [10, Theorem 1.90], we have

0 (? (w*)® = aw® /1 (1 = h)w + hw?)* " dh. (2.6)
0

Note that the integral on the right-hand side of (2.6) is nonnegative as aw — 1 is an
even nonnegative integer divided by an odd positive integer. Thus, from (2.6), we
obtain w?® < 0. This implies w? < w eventually. Hence,

w < (1-hw+hw” <w forall helo,1]
Therefore, we obtain
w* ™t < (1= h)w + hw®)* ™ < ()" forall hel0,1],
and thus,
w* < /01 (1 = h)w + hw®)* " dh < (w”)* .

Hence

1
ow® (w?)* ! < aw® / (1= R)w + hw®)* " dh < aw®w® !,
0

proving (2.5). O
Remark 2.1. Assuming (H;)-(H;),
(H1)—(Hs), we have lim;_,, A(t) =0 a

A1) A
Alty AW T ARG

( ) implies (Hg). To see that, in view of

Then, (H7) implies (Hg). Thus, in this situation, we may apply Lemmas 2.1 and
2.2.

Lemma 2.3. Assume (Hy)—(H7). Let x be an eventually positive solution of (E).
Let w = a'/*y®. Let P € (0,1). Then, eventually,

y+wA >0, (2.7)
x> Py, (2.8)
y/A is nondecreasing, (2.9)

and there exists v > 0 such that
y/A > . (2.10)



2650 M. Bohner, H. El-Morshedy, S. Grace & 1. Jadlovska

Proof. Suppose z satisfies (2.1). Lemma 2.2 yields w < 0 and w® < 0 on [ta, 00)T.
Hence, w(s) < w(t) for all s >t > tq, so

t
yA(s)S& forall s>t > to.
a «

Integrating this inequality from ¢ to u >t > t5, we find

—y(t) < ylu) — y(t) < w(t) /tu alj‘j(s) forall uw >t >ty

and letting u — oo yields
—y(t) <w(t)A(t) forall t>to,

which proves (2.7). Next, on [t2,00)T, we have

(g)ﬂ yRA—yA® yRA+aVy  wA+y @7 0
Al AA° B AA° ~al/eAAe T

and so (2.9) holds, while

=:v>0 forall t>ty

proves (2.10). Now, since y(t) = z(t) + p(t)z?(6(t)) > z(t), we get

. B
ERTOR ( t))y“
AP(S(t) (y
= ¥ {1 B t) (Z) }
S )
for all ¢t > to. From (H7), there exists ¢3 > o such that
p(t)w < (1 =P P forall t>ts,

and thus (2.8) holds on [ts, 00)T. O

3. Main Results

Now, we present our five main oscillation results for (E). Throughout this section,
we use the notation

Q(t) :== Mq(t), t>to.

The first two results give new criteria by comparing with second-order inequalities.
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Theorem 3.1. Assume (Hy)-(H;). Let P € (0,1). If

(a¥52)” @ + T4 Qe < o (3.1)

has no eventually positive decreasing solution, then (E) is oscillatory.

Proof. Assume x is a nonoscillatory solution of (E), satisfying (2.1). Let w =
a'/*y®. Observe that Lemmas 2.1, 2.2, and 2.3 hold. On [t3, 00)r, we thus have

0= [(w“)AJrq(foxog)} (wgo);a

> [awA (w)* 4 q(foxo 9)] ng_a

(w

= w+Q———(z0g)"

o\1l—«a
s 1 W pagy o gy

«
- ()
yog
(H2) w o 704Pa
> wA+Q(< > —(yoy)
y (0%
(67

(2.7) _ P
> wh +Q(AT) !

—« o

—(yog)

[0

?(yog%

so that (3.1) indeed has an eventually positive decreasing solution. This contra-

diction shows that no nonoscillatory solution of (E) can exist, and thus (E) is
oscillatory. O

Theorem 3.2. Assume (Hy)-(Hy). Let P € (0,1). If, for all v > 0,

AN\ A a—1pa ga—1
(™))" )+ PA" (g(1)Q)y(9(1)) <0 (3.2)

has no eventually positive decreasing solution, then (E) is oscillatory.

Proof. Assume z is a nonoscillatory solution of (E), satisfying (2.1). Let w =
a'/*y”. Observe that Lemmas 2.1, 2.2, and 2.3 hold. On [t3,00)t, we thus have

E
(W) E —g(fozog)
(Ha) o
< —qM(xog)
(2.8)

< —qMP%(yog)®

- a(bea)  aen e
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(2.10)
< —TIPYQ(A0 g)* My oy),

so that (3.2) indeed has an eventually positive decreasing solution. This contra-
diction shows that no nonoscillatory solution of (E) can exist, and thus (E) is
oscillatory. O

The next three results deal with sufficient integral conditions to ensure oscillation

of (E).
Theorem 3.3. Assume (Hy)—(Hs) and (Hy). If

lim sup
t—o0

At) / A% (o())Q(s)As + m / N A“(U(S))A(Q(S))Q(S)AS] > a,
(3.3)

then (E) is oscillatory.
Proof. First note that it follows from (3.3) that there exists P € (0, 1) such that

¢ 1 ° o
lim sup| A(t / A Ho(s sAs—i—i/ A%(o(s))A(g(s 3A8]>.
ma A1) [ 4% o) QA s [ A% () Al > 5
(3.4)
Assume z is a nonoscillatory solution of (E), satisfying (2.1). Let w = a/*y?.

Observe that Lemmas 2.1, 2.2, and 2.3 hold. Notice that (3.4) implies that (Hg)
holds. If not, i.e., if ftto q(s)As is bounded, then

A(t)/ A"“l(a(s))Q(s)AsgA(t)/t Q(s)As 0 as t— o0

ty

/t " A%(0()) Alg(5))Q(s)As < | acetnamas
< A%(o(t)) /00 Q(s)As -0 as t— oo,

where we used (Hs) and the decreasing nature of A. However, this contradicts (3.4)
and hence we proved our claim. Note also that we now reach (3.1) as in the proof
of Theorem 3.1. On [t3, c0)T, we thus have

LB pe

(wA + y)A = w?A° + wA? + yA —wPA < —? (Aa)a Q(y o g),

and integrating this inequality from t to u > ¢ > t3 yields

C(wA+y)(1) 2 (A +y)) — (wA +y)(t) = /t“<wA+y>A<s>As
< -2 [ are)QEtaas
P a0 Y9) N As
= -2 [ a5 i age)a
P a0 I g6
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(Hz) t
2 [ 4 o90Q0s) A Atals) s,
which upon letting u — co becomes

Sl [ aenaeatena (55

for all ¢ > t3. On the other hand, for ¢t > t3, we get

(wA+y)(t) >

w(t) < w(t)—w(t3):/t wA(s)AS
P 4ot o) Qs ylo(s)) As

(H2
/ A7 (o(5)Q(s)y(t) As,

—(wA)t) > Z Ay / A% (o())Q(s) As (3.6)

(6% t3
for all ¢ > t3. Combining now (3.5) and (3.6) yields
y(t) =(wA +y)(t) — (wA)(t)

Py [
L o / A(7(9)Qs) Alg(5)) As

+—A /Aa Yo()Q(s)As,

which upon division by y(t) results in

o 1

B 2 an | AR Al()As
—|—A(t)/ A Ho(5)Q(s)As

t3

for all ¢t > t3. Taking limsup as ¢ — oo contradicts (3.4) and completes the proof.
O

Theorem 3.4. Assume (Hy)—(Hs) and (H7). Let P € (0,1). If for any {1 €
[t1,00)T, there exists £ € [f1,00)T such that

. trpe _a‘l/o‘(s) .
hﬂsogp/g {aA (0(5)Q(s) 1A (s) As > 1, (3.7

then (E) is oscillatory.

Proof. Assume x is a nonoscillatory solution of (E), satisfying (2.1). Let w =
a'/*y”. Observe that Lemmas 2.1, 2.2, and 2.3 hold. Notice that (3.7) implies that

(Hg) holds. For if fé s)As is bounded, then fz A%(0(s))Q(s)As is also bounded,
which, given that ¢; is arbltrarlly large, contradlcts (3 7). Note also that we now
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reach (3.1) as in the proof of Theorem 3.1. For this proof, we also introduce v = w/y.
On [t3,00)T, we have

A wAy _wyA wA wal/ayAa—l/oc
v T . ———

yy° y° Yy
A 2. —1/a A
_wt wlat Wt ey
y° yy° ye y°
(3.1) o
< _P (Aa)a—leog _U2a71/al
« ! Y7
(Hz2) a
SQ 0 (Aa)a—l Q _ ,U2a—1/a,
o
so that
(Av)2 = AP0 + A% = —va™ Vo 4+ A7pA
POt
< _va—l/a o (Aa)ll Q _ Aav2a—l/a
a
P a~t/e o, a”l/e
=" (A Q- —— (1+424° _—
o A7) Q = T (L 24%) 4 g
P afl/oz
< —— (A%)" .
e (A7) Q@+ 4A°

Integrating this last inequality from ¢ to ¢t > ¢ > t3, we get

t « a—l/oz s
[N - S| as <awme - awe)

@ 4A(o(s))
2.7)
<S—A(t(t) < 1

which contradicts (3.7) and completes the proof. O

Theorem 3.5. Assume (Hy)-(Hs) and (Hy). If
00 1 s 1/«
— | A%g(u quAu} As = 0, 3.8
|l [ Attt 55)

then (E) is oscillatory.

Proof. Assume x is a nonoscillatory solution of (E), satisfying (2.1). Let w =
a'/*y”. Observe that Lemmas 2.1, 2.2, and 2.3 hold. Notice that (3.8) implies that
(Hg) holds. Note therefore that we reach (3.2) as in the proof of Theorem 3.2. On
[t3, 00)T, we have

(3.2)
(W) < —*71PY(A0g)*'Q(y o g)
= —*7'P*(Aog)*Q (%Og)

which upon integrating from t3 to ¢t > t3 yields

w3 (1) <w(t) — w(ty) = / (W) (5)As

ts
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< 4ope / A%(g(5))Q(5)As

3

t
— =P [ A%(g(s)a(o)As,
t3
Rearranging yields

y2 (1) < —yPMY® L(lt) /tt A% (s))q(sms} 1o

for all ¢t > t3. Integrating this inequality again from t¢3 to t > t3 gives
N
“y(ta) <y(0) ~ olta) = [ yA(5)As

<—pye | t [1 I A%g(u))q(u)Au} "

i3 a(s) ta
and so Y
e “ y(ts)
— A“ A As < ——2
/m L(s) / i) ”} IR
for all t > t3, contradicting (3.8) and completing the proof. O

4. Examples
We conclude this paper by giving three illustrating examples, one for T = R, then
for T = 7Z, then for a general time scale.

Example 4.1. Consider the second-order neutral differential equation

6 ([Jc(t) + %ml/?’ (;)DB /+t>‘x3 (;) =0 (4.1)

for t € [3,00)g. Here, « =3, 8 =1/3, p(t) = 1/t, § =t/2, g(t) = t/3, M =1,
Q(t) = q(t) = t* for A € R. Moreover, A(t) = 1/t and (Hy) is easily verified. Using
Theorem 3.5, we see that (4.1) is oscillatory for all A > 5.

Example 4.2. Consider the second-order neutral difference equation

A ((t2 +1)°A ([m(t) + %xﬁ(t - 1)D5>

+ (t+1)525(t — 2)(2 +sinz(t —2)) =0, teN, (4.2)

where 3 € (0,1] is a ratio of positive odd integers. Here, a = 5, a(t) = (1% + t)°,
p(t) =1/t, §(t) =t —1, and g(t) = t —2. We also have M =1, Q(t) = (t+1)%, and
A(t) = L. Therefore,

t

CopmAPG) 1
A= A Ty =
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Thus (Hy) is satisfied. Note that

« a—l/a 5
DA 06)Q0) - T =+ ) - 4

Then (3.7) is clearly satisfied, and hence (4.2) is oscillatory according to Theorem
3.4.

Example 4.3. Consider the second-order neutral dynamic equation

NS
a3 (t)e3 <[$(t) + %xl/?’ (;)} ) + g () x> (M) = 0 (4.3)

for t € [1,00)r, where A € (0,1] and gy > 0. Here, o« = 3, 8 = 1/3, p(t) = 1/t,
6(t) =t/2, g(t) = Xt, M =1, Q(t) = q(t) = qoo*(t), and

< 1 1
A(t):/t TS)SASZ?

Condition (Hy) is clearly satisfied, since

Cp0APG) 2\
N TR (t) =0
Now, since
' 1 L 2 -t
A [ AN o)Qeas = [ Hot@)nn = a0
and ) . . 2( )
« _ qoo~(s 5 —
T | AT AR As = [T T A~ g,
(3.3) takes the form
qo > g (4.4)

Hence, by Theorem 3.3, (4.3) is oscillatory if (4.4) holds. Similarly, condition (3.7)

takes the form . s
P 1|1
limsup/ D 5 "] lAs > 1,
tsoo Ji, L 3 o(s) 4]s

and so Theorem 3.4 requires, for the oscillation of (4.3), that there exist P € (0,1)
and € > 0 such that
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