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HOPF BIFURCATION AND CHAOS OF
COMBINATIONAL IMMUNE ANTI-TUMOR

MODEL WITH DOUBLE DELAYS∗

Jingnan Wang1,†, Lu Zang1 and Li Xu1

Abstract In order to investigate the relations between tumor species growth
and T cell activation assisted by dendritic cells, we establish a combinational
immune anti-tumor model with double delays. Taking the activation rate of
T cell and two time delays of tumor species growth and dendritic cell acti-
vation as parameters, we investigate the dynamical properties of the double
delayed model, including the stability switches and the Hopf bifurcations of
tumor-escape equilibrium and tumor-present equilibrium. With Hopf bifur-
cation curves, the center manifold theory and the normal form method, we
find bi-stability states, the coexistence of two periodic solutions with different
stabilities, two double Hopf bifurcation points, and use numerical simulations
to show rich dynamic behaviors around the double Hopf bifurcation points,
including the phase portraits and the corresponding Poincaré maps of chaotic
attractors, as well as the progress transmission of unstable-oscillation-stable-
oscillation. The theoretical and numerical results reveal the new methods of
controlling tumor cells.

Keywords Tumor-immune model, double time delays, chaotic attractor, sta-
bility switch, Hopf bifurcation.
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1. Introduction
With the advent of the 5G era, many biomathematicians have used tumor-immune
models to investigate the dynamic behaviors of tumor cells and immune cells, and
to explore the laws in the tumor cell growth and T cell activation [7–9,14,15,19,27],
which can provide some theoretical support for the developing effective strategies
of tumor immunotherapy.

Tumor-immune models with time delays and dynamical behaviors induced by
time delays have been widely investigated [2, 16, 25]. Many mathematical models
show that time delays induce various possible bifurcations including Hopf,Hopf-zero
and double Hopf bifurcations [3, 23, 24, 26]. According to the normal form method
and the center manifold theory, the stability and direction of the Hopf bifurcation
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in models are determined [13, 20, 21]. Besides, it is found that the multiple delays
can lead the system dynamic behavior to exhibit stability switches [1,22]. Using the
crossing curve methods, the stable changes of equilibrium in two-delay parameter
plane can be obtained [6, 10, 29]. Lin and Wang [11] use an algebraic method to
derive a closed form for stability switching curves of delayed systems with two
delays and delay independent coefficients. Therefore, we introduce two time delays
of tumor species growth and dendritic cell activation into the model of Nagata and
Furuta et al [14]. The specific is as follows

dCH(t)

dt
= rCH(t)

(
1− CH(t− τ1)

K

)
− cCH(t)NT (t),

dNT (t)

dt
= bNT (t)NDC(t)− δNT (t),

dNDC(t)

dt
= aCH(t− τ2)NT (t− τ2)− βNDC(t),

(1.1)

where CH(t), NT (t), NDC(t) denote the densities of tumor cells, activated T cells
and activated dendritic cells, respectively. r is the tumor population growth rate
and K is the carrying capacity. a and b represent the activation rates of dendritic
cells and T cells, respectively. δ and β represent the inactivation rates of T cells
and dendritic cells, respectively. c is the tumor killing rate by T cells. τ1 is the
feedback time delay of tumor cells to the species itself growth, and τ2 is the time
delay of the dendritic cell activation during antigen presentation. In model (1.1)
with τ1 = τ2 = 0 in [14], E0(0, 0, 0) is an unstable equilibrium and EK(K, 0, 0) is
a locally asymptotically stable equilibrium, E∗

+(C
+
H , N

+
T ,

δ
b ) is an unstable tumor-

present equilibrium when ρ0 > 1, E∗
−(C

−
H , N

−
T ,

δ
b ) is a locally asymptotically stable

tumor-present equilibrium when ρ0 > 1 and if and only if

− abr2

2c
− abrβ

2c
+
rδβ

K
+
r2β

2K
+
rβ2

K
−
r
√

1− 1/ρ0
2

(
rβ

K
+
abβ

c
+
abr

c

)
> 0, (1.2)

where

C±
H =

K

2

(
1±

√
1− 1

ρ0

)
, N±

T =
r

2c

(
1∓

√
1− 1

ρ0

)
, ρ0 =

abrK

4cδβ
. (1.3)

For the convenience of discussion, we apply the following notation in model (1.1)

x(t) = CH(t), y(t) = NT (t), z(t) = NDC(t), x
∗
± = C±

H , y
∗
± = N±

T , z
∗ =

δ

b
. (1.4)

Then model (1.1) becomes the following form

dx(t)

dt
= rx(t)(1− x(t− τ1)

K
)− cx(t)y(t),

dy(t)

dt
= by(t)z(t)− δy(t),

dz(t)

dt
= ax(t− τ2)y(t− τ2)− βz(t).

(1.5)

The rest of the paper is organized as follows. In Sect. 2, we use the dendritic
cell activation rate and time delays as parameters to determine the stability re-
gions of tumor-present equilibrium and Hopf bifurcation properties of model (1.5)
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through the normal form theory. In Sect. 3, we use the Hopf bifurcation curve
to find two double Hopf bifurcation points, and use numerical simulations to show
rich dynamic behaviors around the double Hopf bifurcation points, including the
interesting phase plane and the corresponding Poincaré map of chaotic attractors,
as well as the progress transmission of unstable-oscillation-stable-oscillation. New
methods of controlling tumor cells and concluding remarks are given in Sect.4.

2. Local stability and Hopf bifurcation properties
By referring to stability condition (1.2) in model (1.1) at equilibrium E∗

−, we ob-
tain the following critical values of parameter b satisfying the stability condition of
equilibrium E∗

− when τ1 = τ2 = 0.

Theorem 2.1. Suppose τ1 = τ2 = 0. If b∗1 < b < b∗2, then E∗
− of model (1.5) is

locally asymptotically stable, where b∗1 = 4cδβ
arK , b∗2 =

cβ
(
2(δ+β)+r−r

√
1−1/ρ0

)
aK(r+β)

(
1+

√
1−1/ρ0

) , ρ0 is

defined in equation (1.3).

Proof. By the existence condition ρ0 = abrK
4cδβ > 1 of E∗

− in model (1.1), we obtain

b >
4cδβ

arK

.
= b∗1.

By the stability condition (1.2) of E∗
− in model (1.1), we obtain

b <
cβ
(
2(δ + β) + r − r

√
1− 1/ρ0

)
aK(r + β)

(
1 +

√
1− 1/ρ0

) .
= b∗2.

Therefore, if τ1 = τ2 = 0 and b∗1 < b < b∗2, then equilibrium E∗
− of model (1.5) is

locally asymptotically stable. The proof of the theorem is completed.
The linearization characteristic equation of model (1.5) at the equilibrium E∗(x∗,

y∗, z∗) is

det


λ− r(1− x∗

K ) + cy∗ +
rx∗
K e−λτ1 cx∗ 0

0 λ+ δ − bz∗ −by∗

−ay∗e−λτ2 −ax∗e−λτ2 λ+ β

 = 0. (2.1)

Through the expression of Eg. (2.1), we obtain

Theorem 2.2. If τ1 < τ1K0
, then equilibrium EK of model (1.5) is locally asymp-

totically stable for any τ2 ≥ 0; if τ1 > τ1K0
, then equilibrium EK of model (1.5) is

unstable for any τ2 ≥ 0; if τ1 = τ1K0
, then model (1.5) undergoes a Hopf bifurcation

at EK , where τ1K0 = π
2r .

Proof. At EK , the characteristic equation (2.1) becomes

(λ+ re−λτ1)(λ+ δ)(λ+ β) = 0. (2.2)

All the roots of equation (2.2) have negative real parts for any τ2 ≥ 0 when τ1 = 0.
If τ1 = τ1Kj

(where τ1Kj

.
= 1

r [
π
2 + 2jπ], j = 0, 1, · · · ), then equation (2.2) has a
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pair of purely imaginary roots λ = ±ir, and
dRe(λ)

dτ1

∣∣∣∣
λ=ir,τ1=τ1K0

= π
2r

=
r2

1 + (π2 )
2
> 0.

By Corollary 2.3 in [17], we know that for any τ2 ≥ 0, equilibrium EK of model (1.5)
is locally asymptotically stable when τ1 < τ1K0

and it is unstable when τ1 > τ1K0
.

In addition, model (1.5) undergoes a Hopf bifurcation at EK when τ1 = τ1K0
. The

proof of the theorem is completed.
The characteristic equation(2.1) of E∗

− is

D(λ, τ1, τ2) = P0(λ) + P1(λ)e
−λτ1 + P2(λ)e

−λτ2 + P3(λ)e
−λ(τ1+τ2) = 0 (2.3)

where
P0(λ) = λ3 + βλ2, P1(λ) =

rx∗−
K

λ2 +
βrx∗−
K

λ,

P2(λ) = δβ(−λ+ r(1−
x∗−
K

)), P3(λ) = −
δβrx∗−
K

.

(2.4)

In order to study the stability of E∗
− when τ1 > 0 or τ2 > 0, we obtain that equation

(2.3) has the purely imaginary roots under the following two cases:
Case(I): Fixed delay τ1 and τ2 > 0.
Suppose that equation (2.3) has a purely imaginary root λ = iω, and substituting

it into Eq. (2.3) we have
Θ(ω, τ1) = L(ω, τ1)e

−iωτ2 (2.5)
where

Θ(ω, τ1) = P0(iω) + P1(iω)e
−iωτ1 , L(ω, τ1) = −P2(iω)− P3(iω)e

−iωτ1 . (2.6)
Separating the real and imaginary parts of Eq. (2.5), we have

cos(ωτ2) =
Re [Θ(ω, τ1)] Re [L(ω, τ1)] + Im [Θ(ω, τ1)] Im [L(ω, τ1)]

Re2 [L(ω, τ1)] + Im2 [L(ω, τ1)]

.
=Mτ1C(ω),

sin(ωτ2) =
Re [Θ(ω, τ1)] Im [L(ω, τ1)]− Im [Θ(ω, τ1)] Re [L(ω, τ1)]

Re2 [L(ω, τ1)] + Im2 [L(ω, τ1)]

.
=Mτ1S(ω).

(2.7)
Adding the squares of two equations of (2.7), we obtain

G1(ω, τ1) = ω6 + l11ω
5 + l12ω

4 + l13ω
3 + l14ω

2 + l15ω + l16 = 0. (2.8)
where

l11 = −2
rx∗−
K

sin(ωτ1), l12 = β2 + (
rx∗−
K

)2, l13 = −2β2 rx
∗
−
K

sin(ωτ1),

l14 = β2(
rx∗−
K

)2 − δ2β2, l15 = 2δ2β2 rx
∗
−
K

sin(ωτ1),

l16 = δ2β2r2[2
x∗−
K

(1−
x∗−
K

)− 1 + 2
x∗−
K

(1−
x∗−
K

) cos(ωτ1)].

(2.9)

If (2.8) has a number of positive and simple roots ωk
τ1 (k = 1, 2, · · · ), then the

characteristic equation (2.3) has a series of critical delays

τk2j =


1

ωk
τ1

[arccos(Mτ1C(ω
k
τ1)) + 2jπ], Mτ1S(ω

k
τ1) ≥ 0,

1

ωk
τ1

[− arccos(Mτ1C(ω
k
τ1)) + 2(j + 1)π], Mτ1S(ω

k
τ1) < 0.

(2.10)
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Clearly, when τ1 = 0, for β2 + (
rx∗

−
K )2 > 0 and x∗− < K/2,

G1(ω
2, 0) =(ω2)3 +

β2K2 + (rx∗−)
2

K2
(ω2)2 +

β2
(
(rx∗−)

2 −K2δ2
)

K2
ω2

−
(δβr(K − 2x∗−))

2

K2
= 0 (2.11)

has a unique positive root ω0. Thus equation (2.3) at τ1 = 0 has a series of critical
delays

τ02j =



1

ω0

[
arccos(

−δβK2ω4
0+
[
δβr(K − 2x∗−)(Kβ + rx∗−)+δβ

2Krx∗−
]
ω2
0

K2δ2β2ω2
0+δ

2β2r2(K − 2x∗−)
2

)

+ 2jπ

]
, M0S(ω0) ≥ 0,

1

ω0

[
− arccos(

−δβK2ω4
0 +

[
δβr(K − 2x∗−)(Kβ + rx∗−) + δβ2Krx∗−

]
ω2
0

K2δ2β2ω2
0 + δ2β2r2(K − 2x∗−)

2
)

+ 2(j + 1)π

]
, M0S(ω0) < 0,

where M0S(ω0) = sin(ω0τ
0
2j ) =

δβK(rx∗
−−Kβ−Kr)ω3

0+δβ2r(K−2x∗
−)rx∗

−ω0

K2δ2β2ω2
0+δ2β2r2(K−2x∗

−)2
.

Through routine calculation, we have

Sign

[
dRe(λ)

dτ2

]
λ=iω0,τ2=τ0

2j

= Sign

Re

[
dλ

dτ2

]−1

λ=iω0,τ2=τ0
2j


= Sign

{
dG1(ω

2, 0)

dω2
|ω2=ω2

0

}
.

Thus, we have

Lemma 2.1. If δ < 1
2r(1−

√
1− 1/ρ0), then Sign

[
dRe(λ)
dτ2

]
λ=iω0,τ2=τ0

2j

> 0.

By Lemma 2.1, we have

Theorem 2.3. For τ1 = 0. Suppose that b∗1 < b < b∗2 and δ < 1
2r(1 −

√
1− 1/ρ0)

hold, then equilibrium E∗
− of model (1.5) is locally asymptotically stable for τ2 < τ020

and unstable for τ2 > τ020 . Furthermore, model (1.5) undergoes a Hopf bifurcation
at E∗

− when τ2 = τ020 , where b∗1 and b∗2 are defined as in Theorem 2.1.

Case(II): Fixed delay τ2 and τ1 > 0.
Following a similar computing process for the fixed τ1, we have

G2(ω, τ2) = ω6 + l21ω
5 + l22ω

4 + l23ω
3 + l24ω

2 + l25ω + l26 = 0. (2.12)

where

l21 = 0, l22 = β2 − (
rx∗−
K

)2 + 2δβ cos(ωτ2), l23 = 2δβ[r(1−
x∗−
K

) + β] sin(ωτ2),
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l24 = δ2β2 − (β
rx∗−
K

)2 − 2δβ[(
rx∗−
K

)2 + βr(1−
x∗−
K

)] cos(ωτ2),

l25 = −2δβ2(
rx∗−
K

)2 sin(ωτ2), l26 = δ2β2r2(1−
2x∗−
K

).

If (2.12) has a number of positive and simple roots ωk
τ2 (k = 1, 2, · · · ), then

equation (2.3) has a series of critical delays

τk1j =



1
ωk

τ2

[
arccos(

Re[Θ(ωk
τ2

,τ2)]Re[L(ωk
τ2

,τ2)]+Im[Θ(ωk
τ2

,τ2)]Im[L(ωk
τ2

,τ2)]
Re2[L(ωk

τ2
,τ2)]+Im2[L(ωk

τ2
,τ2)]

)

]
,

MSτ2(ω
k
τ2) ≥ 0,

1
ωk

τ2

[
− arccos(

Re[Θ(ωk
τ2

,τ2)]Re[L(ωk
τ2

,τ2)]+Im[Θ(ωk
τ2

,τ2)]Im[L(ωk
τ2

,τ2)]
Re2[L(ωk

τ2
,τ2)]+Im2[L(ωk

τ2
,τ2)]

)

+ 2(j + 1)π

]
, MSτ2(ω

k
τ2) < 0,

(2.13)

where

MSτ2(ω
k
τ2) = sin(ωk

τ2τ
k
1j )

=
Re
[
Θ(ωk

τ2 , τ2)
]
Im
[
L(ωk

τ2 , τ2)
]
− Im

[
Θ(ωk

τ2 , τ2)
]
Re
[
L(ωk

τ2 , τ2)
]

Re2
[
L(ωk

τ2 , τ2)
]
+ Im2

[
L(ωk

τ2 , τ2)
] ,

where

Θ(ωk
τ2 , τ2)=P0(iω

k
τ2)+P2(iω

k
τ2)e

−iωk
τ2

τ2 , L(ωk
τ2 , τ2)=−P1(iω

k
τ2)−P3(iω

k
τ2)e

−iωk
τ2

τ2 .

When τ2 = 0, from Eq. (2.12), we obtain

G2(ω
2, 0) =(ω2)3+

[
β2+2δβ−

(
rx∗−
K

)2
]
(ω2)2 +

[
δ2β2−2δβ2r

(
1−

x∗−
K

)

− (β2+2δβ)

(
rx∗−
K

)2
]
ω2 + δ2β2r2

(
1−

2x∗−
K

)
= 0 (2.14)

and

G′
2(ω

2, 0) =3(ω2)2+ 2

[
β2+2δβ −

(
rx∗−
K

)2
]
ω2 + δ2β2 − 2δβ2r

(
1−

x∗−
K

)

− (β2 + 2δβ)

(
rx∗−
K

)2

.

Then the roots of G′
2(ω

2, 0) = 0 can be expressed as

ω2
01 =

r2(x∗−)
2/K2 − β2 − 2δβ +

√
ζ

3
, ω2

02 =
r2(x∗−)

2/K2 − β2 − 2δβ −
√
ζ

3
,

where

ζ = β4 + δ2β2 + (
rx∗−
K

)4 + 4δβ3 + (2δβ + β2)(
rx∗−
K

)2 + 6δβ2r(1−
x∗−
K

) > 0.
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According to Lemma 3.2 and Fig.a in [12], if the Hypothesis

(H1) ω2
01 > 0, G2(ω

2
01, 0) < 0

holds, then Eq. (2.14) has two positive roots ω2
− and ω2

+. Let ω2
− < ω2

+, and then

G′
2(ω

2
−, 0) < 0, G′

2(ω
2
+, 0) > 0.

The corresponding series of critical delays are as follows

τ±1j =



1

ω±

[
arccos(

δβ(K − x∗−)ω
2
± + δ2β2(K − x∗−)

x∗−ω
4
± + (β2 + 2δβ)x∗−ω

2
± + δ2β2x∗−

) + 2jπ

]
, MS0(ω±) ≥ 0,

1

ω±

[
− arccos(

δβ(K − x∗−)ω
2
± + δ2β2(K − x∗−)

x∗−ω
4
± + (β2 + 2δβ)x∗−ω

2
± + δ2β2x∗−

) + 2(j + 1)π

]
,

MS0(ω±) < 0,

j = 0, 1, · · · ,

where

MS0(ω±) = sin(ω±τ1) =
Kω5

± + (β2 + 2δβ)Kω3
± + δβ2

(
δK − r

(
K − x∗−

))
ω±

rx∗−ω
4
± + r(β2 + 2δβ)x∗−ω

2
± + δ2β2rx∗−

.

Through routine calculation, we have

Sign


[
dRe(λ)

dτ1

]
λ=iω±,τ1=τ±

1j

 = Sign

Re

[
dλ

dτ1

]−1

λ=iω±,τ1=τ±
1j


= Sign

{
dG2(ω

2, 0)

dω2
|ω2=ω2

±

}
.

From [13] and Corollary 2.4 in Ruan and Wei [18], we have the following conclusions
about E∗

− when τ2 = 0.

Theorem 2.4. For τ2 = 0, suppose (H1) holds. If b∗1 < b < b∗2 and τ+10 < τ−10 < τ+11 ,
then there is a positive integer m such that the equilibrium E∗

− of model (1.5) is
stable when τ1 ∈ [0, τ+10) ∪ (τ−10 , τ

+
11
) ∪ · · · ∪ (τ−1m−1

, τ+1m) and unstable when τ1 ∈
[τ+10 , τ

−
10
) ∪ (τ+11 , τ

−
11
) ∪ · · · ∪ (τ+1m ,∞); if b∗1 < b < b∗2, τ+11 < τ−10 , then the equilibrium

E∗
− of model (1.5) is stable when τ1 ∈ [0, τ+10) and unstable when τ1 ∈ [τ+10 ,∞); if

b∗1 < b, b > b∗2 and τ−10 < τ+10 , then there exists a positive integer m such that the
equilibrium E∗

− of model (1.5) is unstable when τ1 ∈ [0, τ−10)∪(τ
+
10
, τ−11)∪· · ·∪(τ

+
1m
,∞)

and stable when τ1 ∈ [τ−10 , τ
+
10
)∪ (τ−11 , τ

+
11
)∪ · · · · · · ∪ (τ−1m , τ

+
1m

). Furthermore, model
(1.5) undergoes a Hopf bifurcation at E∗

− when τ1 = τ±1j , j = 0, 1, 2, · · · , where b∗1
and b∗2 are defined as in Theorem 2.1.

In order to investigate the Hopf bifurcation condition of equilibrium E∗
− when

τ1 > 0 and τ2 > 0, we deduce

dλ
dτm

= [Pm(λ)+P3(λ)e
−λτn ]λe−λτm

P ′
0(λ)+[P ′

1(λ)−τ1P1(λ)]e−λτ1+[P ′
2(λ)−τ2P2(λ)]e−λτ2−(τ1+τ2)P3(λ)e−λ(τ1+τ2) ,

where (m,n) = (1, 2) or (m,n) = (2, 1).
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In addition, we assume that

(H2) Sign

{[
dRe(λ)

dτ1

]
λ=iωk

τ2
,τ1=τ∗

1

}
6= 0,

(H3) Sign

{[
dRe(λ)

dτ2

]
λ=iωk

τ1
,τ2=τ∗

2

}
6= 0,

where τ∗1 = min{τk1j |k = 1, 2, · · · ; j = 0, 1, 2, · · · }, τ∗2 = min{τk2j |k = 1, 2, · · · ; j =

0, 1, 2, · · · }. ωk
τ1 and ωk

τ2 are the fixed solutions of equation (2.8) and equation
(2.12), respectively. τ j1k and τ j2k are defined in equation (2.13) and equation (2.10),
respectively.

Therefore, by the general Hopf bifurcation theorem for FDEs [4], we have the
following results of stability and bifurcation in system (1.5).

Theorem 2.5. If τ2 ∈ [0, τ020), b
∗
1 < b < b∗2 and (H2) holds, then the equilibrium E∗

−
of model (1.5) is asymptotically stable when τ1 ∈ (0, τ∗1 ), and model (1.5) undergoes
a Hopf bifurcation at E∗

− when τ1 = τ∗1 , where b∗1 and b∗2 are defined as in Theorem
2.1.

Theorem 2.6. If τ1 ∈ [0, τ+10), b
∗
1 < b < b∗2, (H1) and (H3) hold, then the equilib-

rium E∗
− of model (1.5) is asymptotically stable when τ2 ∈ (0, τ∗2 ), and model (1.5)

undergoes a Hopf bifurcation at E∗
− when τ2 = τ∗2 , where b∗1 and b∗2 are defined as

in Theorem 2.1.

By using the center manifold theory and the normal form method in Hassard
et al [5], we obtain the detailed bifurcation properties at E∗

− of model (1.5) when
τ2 = τ∗2 and τ1 ∈ [0, τ+10) (or τ1 = τ∗1 and τ2 ∈ [0, τ020)) through the following
quantities (the computing process is in the Appendix):

C1(0) =
i

2ωk
τnτ

∗
m

(
g20g11 − 2|g11|2 −

|g02|2

3

)
+
g21
2
,

µ2 = − Re(C1(0))

Re(λ′(τ∗m))
,

β2 = 2Re(C1(0)),

(2.15)

where (m,n) = (1, 2) or (m,n) = (2, 1).

Theorem 2.7. Suppose that the conditions of Theorem 2.5 (or Theorem 2.6) hold.
Then µ2 in Eq. (2.15) determines the direction of Hopf bifurcation. If µ2 > 0
(µ2 < 0), then Hopf bifurcation is forward (backward), and the bifurcation periodic
orbits of model (1.5) at the tumor present equilibrium E∗

− exist for τl > τ∗l (τl < τ∗l ),
l = 1, 2. β2 in Eq. (2.15) determines the stability of the bifurcating periodic orbits.
The bifurcating periodic orbits are asymptotically stable (unstable) if β2 < 0 (β2 >
0).

3. Numerical simulations
Based on the results of linear stability analysis and bifurcation analysis in Section
2, and by referring the coefficients in [14], we choose the following coefficients of
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model(1.5)
K = 200, a = 0.02, b = 0.2, c = 1.2, r = 5.9453433, β = 1, δ = 0.92. (3.1)

Then we obtain the boundary equilibrium EK = (200, 0, 0), the coexistence equi-
librium E∗

+ = (126.7474, 1.8146, 4.6) and E∗
− = (73.2526, 3.1398, 4.6). By Theorem

2.1 and Theorem 2.2, we obtain that b∗1 = 0.1857, b∗2 = 0.2793 and τ1K0
= 0.2642.

When τ1 = τ2 = 0 and b = 0.2 ∈ (b∗2, b
∗
2), EK and E∗

− are both locally asymptoti-
cally stable. Through routine calculation of Eq. (2.15), we obtain Hopf bifurcation
values in Table 1 and Table 2.
Table 1. Hopf bifurcation points and some related values for different τ1 and parameter condition (3.1)

τ1 0 0.2

τ020(τ
k
20) 0.688984 1.139005

ω0(ω
k
τ1) 0.594730 0.593135

Re(C1(0)) −0.221747 −0.483950

Re{λ′(τ2)} 0.121798 0.117847

µ2 1.820604 4.106615

β2 −0.443493 −0.967901

Table 2. The Hopf bifurcation values of fixed τ2 = 0 with parameter condition (3.1)

ω ω+ ≈ 2.303010 ω− ≈ 0.630177

τ±1j τ+10 ≈ 0.583536 τ+11 ≈ 3.311786 τ−10 ≈ 9.681465 τ−11 ≈ 19.651966

Re(C1(0)) 3.286613 0.786925 0.887951 0.867306

Re{λ′(τ±1j )} 3.312543 0.119292 −0.009410 −0.002195

µ2 −0.992172 −6.596634 94.365686 395.098458

β2 6.573226 1.573852 1.775902 1.734611

From Table 1, we know that when τ1 = 0, the Hopf bifurcation values of model
(1.5) are

τ020 ≈ 0.688984, ω0 ≈ 0.594730,
dRe(λ)

dτ2

∣∣∣∣
λ=0.594730i,τ1=0,τ2=0.688984

≈ 0.121798 > 0.

When τ1 = 0 and τ2 = 0.3 < τ020 , the coexistence equilibrium E∗
− of model

(1.5) is locally asymptotically stable (see the red line in Fig. 1). In addition,
µ2 ≈ 1.820604 > 0, β2 ≈ −0.443493 < 0 when τ2 = τ020 , which means that when
τ2 > τ020 , there is a stable periodic solution bifurcating from E∗

− (see the green line
in Fig. 1). The results of numerical simulations agree with the results of Theorem
2.3 and Theorem 2.7. In addition, with the increase of time delay τ2, the ampli-
tudes of the limit cycle increase (see the blue line in Fig. 1). From Fig. 1, EK is
always locally asymptotically stable with the increase of time delay τ2 for τ1 = 0
(see Fig. 1).

From Table 2, we know that when τ2 = 0, the Hopf bifurcation values of model
(1.5) are

τ+10 ≈ 0.583536, ω+ ≈ 2.303010,
dRe(λ)

dτ1

∣∣∣∣
λ=2.30301i,τ2=0,τ1=0.583536

≈ 3.3 > 0.
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Figure 1. The phase plane and solution curves of model (1.5) with τ1 = 0.

When τ2 = 0 and τ1 = 0.2(< τ1K0
< τ+10), E

∗
− and EK of model (1.5) are both locally

asymptotically stable simultaneously (see Fig. 2). In addition, since µ2 ≈ −0.99 < 0
and β2 ≈ 6.57 > 0 when τ1 = τ+10 , model (1.5) undergoes two Hopf bifurcations at
E∗

− and EK , which means that when τ2 = 0 and τ1 = 0.55 ∈ (τ1K0 , τ
+
10
), model (1.5)

bifurcates an unstable periodic solution from E∗
−, and a stable periodic solution from

EK (see Fig. 3), respectively. The results of numerical simulations agree with the
results of Theorem 2.2, Theorem 2.4, and Theorem 2.7.
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Figure 2. The phase plane and solution curves of model (1.5) with τ1 = 0.2, τ2 = 0.
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Figure 3. An unstable periodic oscillation and a stable periodic oscillation of model (1.5).
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Besides, when fixed τ1 = 0.2 ∈ [0, τ+10), the Hopf bifurcation values of model
(1.5) are

τ∗2 ≈ 1.139005, ω0 ≈ 0.593135,
dRe(λ)

dτ2

∣∣∣∣
λ=0.593135i,τ1=0.2,τ2=1.139005

≈ 0.117847 > 0.

When τ1 = 0.2 and τ2 = 1 < τ∗2 , the coexistence equilibrium E∗
− is locally asymp-

totically stable (see red line in Fig. 4). In addition, since µ2 ≈ 4.106615 > 0,
β2 ≈ −0.967901 < 0, which means that when fixed τ1 = 0.2 and τ2 = 1.3 > τ∗2 ,
there is a stable periodic solution bifurcating from E∗

− of model (1.5) (see green line
in Fig. 4). The results of numerical simulations agree with the results of Theorem
2.6 and Theorem 2.7. In addition, when τ2 = 2.3 > τ∗2 , EK is still locally asymp-
totically stable for τ1 = 0.2 < τ1K0

= 0.264206 (see blue line in Fig. 4), numerical
simulations agree with the results of Theorem 2.2.
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Figure 4. The phase plane and solution curves of model (1.5) with τ1 = 0.2.

We follow the process given in Section 2 of [11]. We obtain the stability switching
curves T corresponding to Ω = [0.591335, 2.646868] (see the left of Fig. 5).

For a better understanding, we enlarge some area in the left of Fig. 5 and redraw
them in the right of Fig. 5. From Fig. 5, the critical values agree with the critical
values in Table 1 and Table 2.

Figure 5. The stability switch curves on τ1-τ2 plane with coefficient condition (3.1).

Based on the stability switch curves of τ1-τ2 plane on the right of Fig. 5, we find
double Hopf bifurcation points on the switch curves in Fig. 5, which means that
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Figure 6. The phase portraits of chaotic attractors of model (1.5), and the corresponding Poincaré
map on a Poincaré section z(t) = z∗ with coefficient condition (3.1)

equation (2.3) has two pairs of purely imaginary eigenvalues simultaneously (see
table 3).
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Table 3. Values of double Hopf bifurcation Points

(τ1, τ2) ω1 ω2 ω1 : ω2

(0.624867, 1.753328) 0.685504 2.634075
√
7 : 10

(0.806451, 1.658745) 0.854811 2.322703
√
5 : 6

If we choose τ1 = 0.6, τ1 = 0.61 or τ1 = 0.818 around the critical points of the
double Hopf bifurcation, then we obtain three different critical values of τ∗2 corre-
sponding to three different values of ω through calculation (see Fig. 5), that is to
say, if τ2 is greater than three critical values τ∗2 , then there exist three Hopf bifur-
cating periodic solutions with three amplitudes from Table 4. In addition, around
the two double bifurcation points, the existence of several bifurcating periodic solu-
tions can lead to chaotic attractors shaped like a bucket and a mushroom, as well as
a solution shaped like a flower (their phase planes and the corresponding Poincaré
maps see Figs. 6–8), respectively.

Table 4. The Hopf bifurcation values of fixed τ1 = 0.6, τ1 = 0.61 and τ1 = 0.818

τ1 0.6 0.61 0.818

τk20 0.117 1.74 1.84 0.175 1.746 1.799 1.045 1.629 1.664

ωk
τ1 2.188 0.67 2.65 2.130 0.678 2.645 1.334 0.879 2.302
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Figure 7. The phase portraits of chaotic attractors of model (1.5), and the corresponding Poincaré
map on a Poincaré section x(t) = x∗ with coefficient condition (3.1)

If we choose b = 0.25 and the other coefficients of mdel (1.5) do not change,
we obtain that b∗1 ≈ 0.1857 and b∗2 ≈ 0.194. Since τ1 = τ2 = 0 and b > b∗2, we
know that E∗

+ = (150.7182, 1.2208, 3.68) and E∗
− = (49.2818, 3.7336, 3.68) are both

unstable by Theorem 2.1 and EK is stable by Theorem 2.2 (see Fig. 10). Applying
the same method of [11] to get the part stability switching curves T corresponding
to Ω = [1.056066, 2.235792] (see Fig. 9). From Fig. 9, the critical values agree with
the critical values in Table 5.

From Table 5, we know that when τ1 = 0.2 < τ−10 and τ2 = 0, there exists a
periodic oscillation in model (1.5) bifurcating from equilibrium E∗

− for µ2 < 0; when
τ1 = 0.5(∈ (τ−10 , τ

+
10
)) and τ2 = 0, E∗

− of model (1.5) becomes locally asymptotically
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Figure 8. Chaotic attractors of model (1.5) with coefficient condition (3.1)

Figure 9. The stability switch curves on τ1-τ2 plane with b = 0.25.

Table 5. The Hopf bifurcation values of fixed τ2 = 0

ω ω+ ≈ 1.517867 ω− ≈ 1.213718

τ1 τ+10 ≈ 0.510622 τ+11 ≈ 4.650105 τ−10 ≈ 0.298298 τ−11 ≈ 5.475104

Re(C1(0)) −0.081421 1.151347 −0.091441 1.011758

Re{λ′(τ±10)} 0.878288 0.039121 −0.319594 −0.028766

µ2 0.092704 −29.430151 −0.286116 35.171786

β2 −0.162842 2.302693 −0.182882 2.023516

stable for Re{λ′(τ−10)} < 0 at τ−10 ; when τ1 = 0.55 > τ+10 and τ2 = 0, E∗
− of
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model (1.5) becomes unstable and there exists a periodic oscillation in model (1.5)
bifurcating from equilibrium E∗

− for Re{λ′(τ+10)} > 0 and µ2 > 0 at τ+10(see Fig. 10).

0 100 200 300 400 500
0

100

200

x

0 100 200 300 400 500
0

5

y

0 100 200 300 400 500
t

0

2

4

z
350 400 450 500

40

60

80

x

350 400 450 500

3

3.5

4

y

350 400 450 500
t

3

4

z

0 100 200 300 400 500
0

100

200

x

0 100 200 300 400 500
2

4y

0 100 200 300 400 500

t

2

4z

350 400 450 500

50

100

x

350 400 450 500
3

3.5

4

y

350 400 450 500t

3
3.5

4
4.5

z

Figure 10. The phase plane and solution curves of model (1.5) with b = 0.25
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If we choose different coefficients and different delays of model (1.5), then model
(1.5) has different chaotic attractors (see Figs. 11 and 12).
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Figure 11. The phase diagrams of the chaos in model (1.5) with K = 260, a = 0.02, b = 0.25, c =
1.2, r = 6.2, β = 1, δ = 0.9.

Figure 12. The phase diagrams of model (1.5) with K = 250, a = 0.2, b = 0.6, c = 10, r = 10, β =
5, δ = 1.

4. Conclusion
Based on the model of combinational immune boost against tumor by Nagata and
Furuta et al [14], we propose a combinational immune anti-tumor model with dou-
ble delays, and investigate the effect of time delays on dynamical behaviors of model
(1.5). By theoretical analysis, we find that there exist stability switches, and some
steady coexistence, such as bi-stability states of two equilibria and the coexistence of
two periodic solutions with different stabilities and different amplifications in model
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(1.5). On the other hand, the stability conditions of equilibrium E∗
− reveal that both

time delays and the activation rate of T cells are important factors for controlling
tumor growth. Numerical simulations show rich dynamic behaviors around the dou-
ble Hopf bifurcation points, including chaotic attractors and their corresponding
Poincaré maps, as well as the progress transmission of unstable-oscillation-stable-
oscillation. Therefore, doctors can develop some new drugs to destroy the tumor
growth microenvironment to prolong the feedback time of tumor growth for con-
trolling the tumor growth state. On the other hand, numerical simulations reveals
that the existence of chaos in model (1.5) not only strongly depends on the initial
values of tumor cells and T cells, but also is related to the occurrences of several
Hopf bifurcations with the same time delays simultaneously. In addition, different
coefficients and different delays of model (1.5) have different chaotic attractors.
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Appendix
In this section, the detailed calculations of bifurcation properties are given by using
the normal form theory and the center manifold theory [5]. Without loss of gener-
ality, we assume that τ∗2 > τ+10 and τ1 ∈ [0, τ+10). Rescaling the time by t 7−→ (t/τ2),
let x̃(t) = x(t)−x∗−, ỹ(t) = y(t)−y∗−, z̃(t) = z(t)−z∗ and still denote x̃(t), ỹ(t), z̃(t)
by x(t), y(t), z(t). We introduce a bifurcation parameter by τ2 = τ∗2 +µ and expand
the function, then model(1.5) can be transformed into an FDE in C1([−1, 0],R3).

Ẋ(t) = Lµ(Xt) + F (µ,Xt), (4.1)

where Xt(θ) = X(t+ θ) and Lµ : C1([−1, 0],R3) → R3 is defined by

Lµ(φ) = (τ∗2 + µ)

[
Aφ(0) +Bφ(− τ1

τ∗2 + µ
) + Cφ(−1)

]
,

where A =


0 −cx∗− 0

0 0 by∗−

0 0 −β

, B =


− rx∗

−
K 0 0

0 0 0

0 0 0

, C =


0 0 0

0 0 0

ay∗− ax∗− 0

,

φ(t) = (φ1(t), φ2(t), φ3(t))
T ∈ C1([−1, 0],R3),

and

F (µ, φ) = (τ∗2 + µ)


−cφ1(0)φ2(0)− r

Kφ1(0)φ1(− τ1
τ∗
2 +µ )

bφ2(0)φ3(0)

aφ1(−1)φ2(−1)

 .
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By the Riesz representation theorem, there exists a function η(θ, µ) of bounded
variations for θ ∈ [−1, 0] such that

Lµ(φ) =

∫ 0

−1

[dη(θ, µ)]φ(θ) (4.2)

for φ ∈ C1([−1, 0],R3). In fact, we can choose

η(θ, µ) =



0, θ = −1,

(τ∗2 + µ)C, θ ∈ (−1,− τ1
τ∗2 + µ

),

(τ∗2 + µ)(B + C), θ ∈ [− τ1
τ∗2 + µ

, 0),

(τ∗2 + µ)(A+B + C), θ = 0.

Then Eq. (4.2) is satisfied.
For φ ∈ C1([−1, 0],R3), define the operator A(µ) as

A(µ)φ(θ) =


dφ(θ)

dθ
, θ ∈ [−1, 0),∫ 0

−1

[dη(ξ, µ)]φ(ξ), θ = 0.

(4.3)

and

R(µ)φ(θ) =

{
0, θ ∈ [−1, 0),

F (µ, φ), θ = 0.
(4.4)

Then system (4.1) is equivalent to the following operator equation

Ẋ(t) = A(µ)Xt +R(µ)Xt (4.5)

where Xt = X(t+ θ) for θ ∈ [−1, 0].
For ψ ∈ C1([0, 1], (R3)∗), define an operator

A∗ψ(s) =


− dψ(s)

ds
, s ∈ (0, 1],∫ 0

−1

ψ(−ξ)dη(ξ, 0), s = 0,

and a bilinear form

〈ψ(s), φ(θ)〉 = ψ(0)φ(0)−
∫ 0

−1

∫ θ

ξ=0

ψ(ξ − θ)dη(θ)φ(ξ)dξ,

where η(θ) = η(θ, 0). Then A(0) and A∗ are adjoint operators. From the discussion
above, we know that ±iωk

τ1τ
∗
2 are eigenvalues of A(0) and therefore they are also

eigenvalues of A∗. We can verify that the vector q(θ) = (q1, q2, q3)
Teiω

k
τ1

τ∗
2 θ (θ ∈

[−1, 0]) and q∗(s) = 1
d
(q∗1 , q

∗
2 , q

∗
3)e

iωk
τ1

τ∗
2 s (s ∈ [0, 1]) are the eigenvectors of A(0)

and A∗ corresponding to the eigenvalues iωk
τ1τ

∗
2 and −iωk

τ1τ
∗
2 , respectively, where

(q1, q2, q3)
T =

(
−cKx∗

−

iωk
τ1

K+rx∗
−e

−iωk
τ1

τ1
, 1,

iωk
τ1

by∗
−

)T

,
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(q∗1 , q
∗
2 , q

∗
3) =

(
aKy∗

−e
iωk

τ1
τ∗
2

−iωk
τ1

K+rx∗
−e

iωk
τ1

τ1
,
−iωk

τ1
+β

by∗
−

, 1

)
,

d = q1q
∗
1 + q2q

∗
2 + q3q

∗
3 − τ1q1q

∗
1

rx∗−
K

e−iωk
τ1

τ1 + τ∗2 (q1y
∗
− + q2x

∗
−)aq

∗
3e

−iωk
τ1

τ∗
2 .

Moreover, 〈q∗(s), q(θ)〉 = 1, 〈q∗(s), q(θ)〉 = 0.
Following are the algorithms given in [5] and using a computation process similar

to that in [13, 25, 28], we obtain the coefficients used in determining the important
quantities:

g20 =
2τ∗2
d

[q∗1(−cq1q2 −
r

K
q21e

−iωk
τ1

τ1) + q∗2bq2q3 + q∗3aq1q2e
−2iωk

τ1
τ∗
2 ],

g11 =
τ∗2
d
[−cq∗1(q1q2 + q2q1)−

r

K
q∗1q1q1(e

iωk
τ1

τ1 + e−iωk
τ1

τ1) + bq∗2(q2q3 + q3q2)

+ aq∗3(q1q2 + q2q1)],

g02 =
2τ∗2
d

[q∗1(−cq1q2 −
r

K
q21e

iωk
τ1

τ1) + q∗2bq2q3 + q∗3aq1q2e
2iωk

τ1
τ∗
2 ],

g21 =
2τ∗2
d

{−cq∗1[q1W
(2)
11 (0) + q2W

(1)
11 (0) +

1

2
q1W

(2)
20 (0) +

1

2
q2W

(1)
20 (0)]

− r

K
q∗1[q1(W

(1)
11 (− τ1

τ∗2
)+W

(1)
11 (0)e−iωk

τ1
τ1)+

1

2
q1(W

(1)
20 (− τ1

τ∗2
)+W

(1)
20 (0)eiω

k
τ1

τ1)]

+ bq∗2[q2W
(3)
11 (0) + q3W

(2)
11 (0) +

1

2
q2W

(3)
20 (0) +

1

2
q3W

(2)
20 (0)]

+ aq∗3[(q1W
(2)
11 (−1) + q2W

(1)
11 (−1))e−iωk

τ1
τ∗
2

+
1

2
(q1W

(2)
20 (−1) + q2W

(1)
20 (−1))eiω

k
τ1

τ∗
2 ]}.

where for θ ∈ [−1, 0], denoting W20(θ) = (W
(1)
20 (θ),W

(2)
20 (θ),W

(3)
20 (θ))T, and W11(θ) =

(W
(1)
11 (θ),W

(2)
11 (θ),W

(3)
11 (θ))T. Through routine calculation, we have

W20(θ) =
ig20
ωk
τ1τ

∗
2

q(0)eiω
k
τ1

τ∗
2 θ +

ig02
3ωk

τ1τ
∗
2

q(0)e−iωk
τ1

τ∗
2 θ + ε1e

2iωk
τ1

τ∗
2 θ,

W11(θ) =
−ig11
ωk
τ1τ

∗
2

q(0)eiω
k
τ1

τ∗
2 θ +

ig11
ωk
τ1τ

∗
2

q(0)e−iωk
τ1

τ∗
2 θ + ε2,

where ε1 and ε2 are both three-dimensional vectors

ε1 = T−1
1


2(−cq1q2 − r

K q
2
1e

−iωk
τ1

τ1)

2bq2q3

2aq1q2e
−2iωk

τ1
τ∗
2

 ,

ε2 = T−1
2


−c(q1q2 + q2q1)− r

K q1q1(e
iωk

τ1
τ1 + e−iωk

τ1
τ1)

b(q2q3 + q3q2)

a(q1q2 + q2q1)

 ,
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and

T1 =


2iωk

τ1 +
rx∗

−
K e−2iωk

τ1
τ1 cx∗− 0

0 2iωk
τ1 −by∗−

−ay∗−e
−2iωk

τ1
τ∗
2 −ax∗−e

−2iωk
τ1

τ∗
2 2iωk

τ1 + β

 ,

T2 =


rx∗

−
K cx∗− 0

0 0 −by∗−
−ay∗− −ax∗− β

 .

Similarly, the Hopf bifurcation properties for τ2 in its stable interval and regard-
ing τ1 as a parameter can be obtained.
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