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APPROXIMATE CONTROLLABILITY OF
RIEMANN-LIOUVILLE FRACTIONAL

STOCHASTIC EVOLUTION SYSTEMS∗

He Yang1,† and Yongxiang Li1

Abstract This paper deals with the existence as well as the approximate
controllability of Riemann-Liouville fractional stochastic evolution systems of
Sobolev type with nonlocal initial conditions in abstract spaces. When the
operator semigroup is noncompact and the nonlocal function is not Lipschitz
continuous and not compact, the existence as well as the approximate con-
trollability of the concerned problem are investigated. Finally, an application
example is given.
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1. Introduction
Fractional differential equations have got a lot of attention because they have
practical background in the fields of physics, chemistry, engineering and etc. A
growing number of notable research works have been gained on this topic. Par-
ticularly, the existence as well as the exact controllability results were obtained
in [1, 2, 6, 20–22, 24]. But in infinite dimensional spaces, the concept of approxi-
mate controllability is more suitable. Various approaches are employed to demon-
strate the approximate controllability of fractional evolution systems under the
assumption that the corresponding linear systems are approximately controllable,
see [12, 15, 17, 26]. In particular, Liu et al [15] utilized a different method to prove
the approximate controllability of Riemann-Liouville fractional evolution systems
without the assumption of the approximate controllability of the associated linear
system. But in [15], the uniqueness of mild solutions is needed.

Stochastic evolution equations are important mathematical models to charac-
terize many phenomena in natural and social sciences. Controllability results of
stochastic evolution systems with fractional derivatives are reported by several re-
searches, see [3, 7, 8, 16, 23]. Sobolev type differential equations are valuable math-
ematical models with a wide rang of backgrounds in physical problems. They are
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significant tools in dealing with the fluid flow through fissured rocks. Control-
lability theorems of Sobolev type fractional evolution equations are established
in [5, 18, 25]. But to the best of author’s knowledge, the research works on the
approximate controllability of Sobolev type stochastic evolution systems involving
Riemann-Liouville fractional derivatives are seldom.

In this article, we consider the Riemann-Liouville fractional stochastic evolution
system(FSES for short) of sobolev typeLDα

t (Gz(t)) +Az(t) = H(t, z(t)) + Lc(t) +R(t, z(t))
dW (t)

dt
, t ∈ (0, η],

I1−α
0+ (Gz(t))|t=0 + g(z) = z0,

(1.1)

where α ∈ ( 1p , 1), LDα
t represents the α-order fractional derivative of Riemann-

Liouville type, A : D(A) ⊂ V → V and G : D(G) ⊂ V → V are linear operators
in a Hilbert space V and A is densely defined, c(t) is the control for t ∈ J := [0, η]
belonging to U which is another Hilbert space, z0 ∈ V . {W (t)}t≥0 is a standard
Q-Wiener process, H,R and g are given functions.

The main innovations are listed below.
1. The assumption of approximate controllability of the deterministic or stochas-

tic linear system corresponding to (1.1) is removed. To be more precise, we apply
a method, which is cited from [15,28], to prove that the deterministic linear system
corresponding to (1.1) is approximately controllable.

2. By employing the compactness of G−1, we remove the assumption of compact
semigroup and achieve the approximate controllability of the FSES (1.1). The
complete continuity and the Lipschitz continuity of g are deleted in our work.

2. Preliminaries
Let (Υ,F , {Ft ↑⊂ F , t ≥ 0}, P ) be a complete probability space. Let {W (t)}t≥0 be
a standard Q-Wiener process with a positive nuclear operator Q satisfying TrQ <
+∞. Let {en}n≥1 be a completely orthogonal system of V and {κn ∈ [0,∞) : n ≥ 1}
a bounded sequence satisfying

Qen = κnen, n = 1, 2, 3, · · · ,

and {βn}n≥1 a sequence satisfying

⟨W (t), z⟩ =
∞∑

n=1

√
κn⟨en, z⟩βn(t), z ∈ V, t ≥ 0.

Let L0
2 := L2(Q

1
2V, V ). Then L0

2 is a separable Hilbert space with

∥π∥2L0
2
= Tr[(πQ

1
2 )(πQ

1
2 )∗]

for any π ∈ L0
2. For p ≥ 2, let Lp(Υ, V ) consist of strongly Fη-measurable random

variables satisfying E∥z∥p < +∞. Denote by LF
p (J, U) the Hilbert space of U -

valued Ft-progressively measurable random processes satisfying

E

∫ η

0

∥z(t)∥pdt < +∞,
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where E· denotes the expectation. We suppose that c ∈ LF
p (J, U).

Let C(J, Lp(Υ, V ) be the Banach space of continuous mappings satisfying

sup
t∈J

E∥z(t)∥p < +∞.

Denote by C1−α(J, Lp(Υ, V )) := {z : ·1−αz(·) ∈ C(J, Lp(Υ, V ))}, whose norm is
defined by

∥z∥C1−α
= sup

t∈J
t1−αE∥z(t)∥p, ∀z ∈ C1−α(J, Lp(Υ, V )).

Let H1−α(J, V ) be a closed subspace of C1−α(J, Lp(Υ, V )), whose norm is defined
by

∥z∥H1−α
=

(
sup
t∈J

t1−αE∥z(t)∥p
) 1

p

, ∀z ∈ H1−α(J, V ).

We first recall some definitions of fractional calculus, see [10,13] for more details.

Definition 2.1. Let u ∈ L1(J). The Riemann-Liouville fractional integral of order
α > 0 is defined by

Jα
t u(t) = (gα ∗ u)(t), t > 0,

where

gα(t) =


tα−1

Γ(α)
, t > 0,

0, t ≤ 0,

where Γ(·) is the Gamma function and ∗ means the finite convolution.

Definition 2.2. The Riemann-Liouville fractional derivative of order α > 0 is
defined for all u ∈ L1(J) satisfying gm−α ∗ u ∈Wm,1(J) by

LDα
t u(t) = Dm

t (gm−α ∗ u)(t), t > 0,

where Dm
t = dm

dtm and m = ⌈α⌉ denote the smallest integer greater than or equal to
α.

Let A and G satisfy the conditions below.
(C1) D(G) ⊂ D(A) and G is bijective;
(C2) Linear operator G−1 : V → D(G) is compact.
From (C1) and (C2), G−1 is a bounded operator. Then −AG−1 : V → V is

a bounded linear operator and generates a C0-semigroup K(t) = e−AG−1t, t ≥ 0
satisfying M := sup

t∈J
∥K(t)∥ < +∞.

Let the function Mα(θ), α ∈ (0, 1) is defined by

Mα(θ) =

∞∑
n=1

(−θ)n−1

(n− 1)!Γ(1− αn)
, θ ∈ C.

Then by [19], we have∫ ∞

0

θϱMα(θ)dθ =
Γ(1 + ϱ)

Γ(1 + αϱ)
, ϱ ≥ 0.
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It is known that the FSES (1.1) is equivalent to the nonlocal problem
Gz(t) =

tα−1

Γ(α)
I1−α
0+ (Gz(t))|t=0 +

1

Γ(α)

∫ t

0

(t− s)α−1[−Az(s) +H(s, z(s))

+ Lc(s)]ds+ 1

Γ(α)

∫ t

0

(t− s)α−1R(s, z(s))dW (s), t ∈ (0, η],

I1−α
0+ (Gz(t))|t=0 = z0 − g(z).

(2.1)

Lemma 2.1. If (2.1) holds, we have

z(t) = tα−1SG(t)[z0 − g(z)] +

∫ t

0

(t− s)α−1SG(t− s)[H(s, z(s)) + Lc(s)]ds

+

∫ t

0

(t− s)α−1SG(t− s)R(s, z(s))dW (s), t ∈ (0, η],

where
SG(t) = G−1SI(t)

and
SI(t) =

∫ ∞

0

ατMα(τ)K(tατ)dτ.

Proof. For each ζ > 0, by using Laplace transforms

ẑ(ζ) =

∫ ∞

0

e−ζsz(s)ds, Ĥ(ζ) =

∫ ∞

0

e−ζs[H(s, z(s)) + Lc(s)]ds

to the equation (2.1), we can acquire that

Gẑ(ζ) =
1

ζα
[z0 − g(z)]− 1

ζα
(AG−1)Gẑ(ζ)

+
1

ζα
Ĥ(ζ) +

1

ζα

∫ ∞

0

e−ζsR(s, z(s))dW (s)

= (ζαI +AG−1)−1[z0 − g(z)] + (ζαI +AG−1)−1Ĥ(ζ)

+(ζαI +AG−1)−1

∫ ∞

0

e−ζsR(s, z(s))dW (s)

=

∫ ∞

0

e−ζαsK(s)[z0 − g(z)]ds+

∫ ∞

0

e−ζαsK(s)Ĥ(ζ)ds

+

∫ ∞

0

e−ζαsK(s)

∫ ∞

0

e−ζτR(τ, z(τ))dW (τ)ds.

It infers from Lemma 3.3 of [29] that

Gz(t) = α

∫ ∞

0

δtα−1Mα(δ)K(tαδ)[z0 − g(z)]dδ

+ α

∫ t

0

∫ ∞

0

δ(t− s)α−1Mα(δ)K((t− s)αδ)[H(s, z(s)) + Lc(s)]dδds

+ α

∫ t

0

∫ ∞

0

δ(t− s)α−1Mα(δ)K((t− s)αδ)R(s, z(s))dδdW (s)
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= tα−1SI(t)[z0 − g(z)] +

∫ t

0

(t− s)α−1SI(t− s)[H(s, z(s)) + Lc(s)]ds

+

∫ t

0

(t− s)α−1SI(t− s)R(s, z(s))dW (s).

Thus, the proof of Lemma 2.1 is completed.

Definition 2.3. The mild solution of (1.1) we mean a stochastic process z : J → V
satisfying

(i) for t ≥ 0, z(t) is Ft-adapted;
(ii) for t ∈ (0, η], z(t) satisfies

z(t) = tα−1SG(t)[z0 − g(z)] +

∫ t

0

(t− s)α−1SG(t− s)[H(s, z(s)) + Lc(s)]ds

+

∫ t

0

(t− s)α−1SG(t− s)R(s, z(s))dW (s);

(iii) I1−α
0+ (Gz(t))|t=0 + g(z) = z0.

Lemma 2.2 ( [5, 29]). Let assumptions (C1) and (C2) hold. Then {SG(t) : t ≥ 0}
has properties below:

(1) ∥SG(t)z∥ ≤ M∥G−1∥
Γ(α) ∥z∥, ∀t ≥ 0, z ∈ V .

(2) ∥SG(t)z − SG(s)z∥ → 0 as t− s→ 0, ∀t, s ≥ 0, z ∈ V .
(3) SG(t) is compact for each t ≥ 0.

Lemma 2.3 ( [9]). Assume that R : J ×Υ → L0
2 is strongly measurable and∫ η

0

E∥R(δ)∥p
L0

2
dδ < +∞.

Then, for p ≥ 2, there is LR > 0 satisfying

E∥
∫ t

0

R(δ)dW (δ)∥p ≤ LR

∫ t

0

E∥R(δ)∥p
L0

2
dδ, t ∈ J.

3. Existence of mild solutions
We first make the assumptions below.

(A1) H : J × V → V is continuous and there is φ ∈ Lp(J, [0,∞)) such that

E∥H(t, z)∥p ≤ φ(t)ΦH(t1−αE∥z∥p), ∀(t, z) ∈ J × Lp(Υ, V ),

where ΦH : [0,∞) → [0,∞) is continuous and nondecreasing with

a1 := lim inf
ρ→∞

1

ρ
ΦH(ρ) < +∞.

(A2) R : J × V → L0
2 is continuous and there is ψ ∈ L1(J, [0,∞)) satisfying∫ t

0

(t− s)p(α−1)ψ(s)ds < +∞
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such that

E∥R(t, z)∥p
L0

2
≤ ψ(t)ΦR(t

1−αE∥z∥p), ∀(t, z) ∈ J × Lp(Υ, V ),

where ΦR : [0,∞) → [0,∞) is continuous and nondecreasing with

a2 := lim inf
ρ→∞

1

ρ
ΦR(ρ) < +∞.

(A3) g : H1−α(J, V ) → V is continuous and there is M > 0 satisfying

∥g(z)∥ ≤M, ∀z ∈ Dρ,

where Dρ = {z ∈ H1−α(J, V ) : t1−αE∥z(t)∥p ≤ ρ, t ∈ J} for some ρ > 0.
(A4) L : LF

p (J, U) → Lp(J, V ) is bounded, and let MB := ∥L∥.
(A5) 2p−1

(
p−1
pα−1

)p−1
ηpα−

1
p ∥φ∥Lpa1+a2LR sup

t∈J

∫ t

0
(t−s)p(α−1)ψ(s)ds< 41−pηα−1(

M∥G−1∥
Γ(α)

)p .

We define Q : Dρ → H1−α(J, V ) by

(Qz)(t) = tα−1SG(t)
[
z0 − g(z)

]
+

∫ t

0

(t− s)α−1SG(t− s)
[
H(s, z(s)) + Lc(s)

]
ds

+

∫ t

0

(t− s)α−1SG(t− s)R(s, z(s))dW (s), t ≥ 0.

Lemma 3.1. If assumptions (C1), (C2) and (A1)−(A5) are fulfilled, Q : Dρ → Dρ

for some ρ > 0.

Proof. If this is not true, there would exist z ∈ Dρ satisfying t1−αE∥(Qz)(t)∥p >
ρ. According to assumptions, we have

ρ < t1−αE∥(Qz)(t)∥p

≤ 4p−1E∥SG(t)z0∥p + 4p−1E∥SG(t)g(z)∥p

+4p−1η1−αE∥
∫ t

0

(t− s)α−1SG(t− s)
[
H(s, z(s)) + Lc(s)

]
ds∥p

+4p−1η1−αE∥
∫ t

0

(t− s)α−1SG(t− s)R(s, z(s))dW (s)∥p

≤ 4p−1

(
M∥G−1∥
Γ(α)

)p

(∥z0∥p +M
p
)

+8p−1

(
M∥G−1∥
Γ(α)

)p(
p− 1

pα− 1

)p−1

ηpα−α(η1−
1
p ∥φ∥LpΦH(ρ) +Mp

B∥c∥
p
Lp)

+4p−1η1−αLR

(
M∥G−1∥
Γ(α)

)p

sup
t∈J

∫ t

0

(t− s)p(α−1)ψ(s)dsΦR(ρ).

This fact combining with (A5) yields that Q(Dρ) ⊂ Dρ for certain ρ > 0.

Lemma 3.2. If assumptions (C1), (C2) and (A1)− (A4) hold, we can acquire the
equi-continuity of the set∏

:= {ξ ∈ C(J, V ) : ξ(·) = ·1−α(Qz)(·), z ∈ Dρ}. (3.1)
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Proof. Let ξ ∈
∏

and µ1, µ2 ∈ [0, η] with µ1 < µ2. If µ1 ≡ 0, we have

E∥ξ(µ2)− ξ(0)∥p

≤ 3p−1E∥(SG(µ2)− I)
[
z0 − g(z)

]
∥p

+ 6p−1µp−1
2

(
M ||G−1||

Γ(α)

)p(
p− 1

pα− 1

)p−1(
µ
1− 1

p

2 ∥φ∥LpΦH(ρ) +Mp
B∥c∥

p
Lp

)
+ 3p−1µ

p(1−α)
2 LR

(
M ||G−1||

Γ(α)

)p ∫ µ2

0

(µ2 − s)p(α−1)ψ(s)dsΦR(ρ)

→ 0 (µ2 → 0).

If µ1 > 0, we can achieve that

E∥ξ(µ2)− ξ(µ1)∥p

≤ 9p−1E∥[SG(µ2)− SG(µ1)][z0 − g(z)]∥p

+ 9p−1|µ1−α
2 − µ1−α

1 |pE∥
∫ µ2

0

(µ2 − s)α−1SG(µ2 − s)
[
H(s, z(s)) + Lc(s)

]
ds∥p

+ 9p−1µ
p(1−α)
1 E∥

∫ µ1

0

[
(µ2 − s)α−1SG(µ2 − s)− (µ1 − s)α−1SG(µ2 − s)

]
×
[
H(s, z(s)) + Lc(s)

]
ds∥p

+ 9p−1µ
p(1−α)
1 E∥

∫ µ1

0

[
(µ1 − s)α−1SG(µ2 − s)− (µ1 − s)α−1SG(µ1 − s)

]
×
[
H(s, z(s)) + Lc(s)

]
ds∥p

+ 9p−1µ
p(1−α)
1 E∥

∫ µ2

µ1

(µ2 − s)α−1SG(µ2 − s)
[
H(s, z(s)) + Lc(s)

]
ds∥p

+ 9p−1|µ1−α
2 − µ1−α

1 |pE∥
∫ µ2

0

(µ2 − s)α−1SG(µ2 − s)R(s, z(s))dW (s)]∥p

+ 9p−1µ
p(1−α)
1 E∥

∫ µ1

0

[
(µ2 − s)α−1SG(µ2 − s)− (µ1 − s)α−1SG(µ2 − s)

]
×R(s, z(s))dW (s)∥p

+ 9p−1µ
p(1−α)
1 E∥

∫ µ1

0

[
(µ1 − s)α−1SG(µ2 − s)− (µ1 − s)α−1SG(µ1 − s)

]
×R(s, z(s))dW (s)∥p

+ 9p−1µ
p(1−α)
1 E∥

∫ µ2

µ1

(µ2 − s)α−1SG(µ2 − s)R(s, x(s))dW (s)]∥p

:= 9p−1
9∑

ℓ=1

Iℓ.

By Lemma 2.2(2), we get

I1 = E∥[SG(µ2)− SG(µ1)][z0 − g(z)]∥p → 0 (µ2 − µ1 → 0).

The equi-continuity of {SG(t) : t ≥ 0} yields

I4 = µ
p(1−α)
1 E∥

∫ µ1

0

[
(µ1 − s)α−1SG(µ2 − s)− (µ1 − s)α−1SG(µ1 − s)

]
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×
[
H(s, z(s)) + Lc(s)

]
ds∥p

≤ µ
p(1−α)
1 sup

s∈[0,µ1]

∥SG(µ2 − s)− SG(µ1 − s)∥pE∥

×
∫ µ1

0

(µ1 − s)α−1
[
H(s, z(s)) + Lc(s)

]
ds∥p

≤ 2p−1µp−1
1

(
p− 1

pα− 1

)p−1

sup
s∈[0,µ1]

∥SG(µ2 − s)− SG(µ1 − s)∥p

× (µ
1− 1

p

1 ∥φ∥LpΦH(ρ) +Mp
B∥c∥

p
Lp)

→ 0

and

I8 = µ
p(1−α)
1 E∥

∫ µ1

0

[
(µ1 − s)α−1SG(µ2 − s)− (µ1 − s)α−1SG(µ1 − s)

]
×R(s, z(s))dW (s)∥p

= µ
p(1−α)
1 E∥

∫ µ1

0

(µ1 − s)α−1
[
SG(µ2 − s)− SG(µ1 − s)

]
R(s, z(s))dW (s)∥p

≤ LRΦR(ρ)µ
p(1−α)
1 sup

s∈[0,µ1]

∥SG(µ2 − s)− SG(µ1 − s)∥p

×
∫ µ1

0

(µ1 − s)p(α−1)ψ(s)ds

→ 0

as µ2 − µ1 → 0. A direct calculation shows that

I2 = |µ1−α
2 − µ1−α

1 |pE∥
∫ µ2

0

(µ2 − s)α−1SG(µ2 − s)
[
H(s, z(s)) + Lc(s)

]
ds∥p

≤ 2p−1|µ1−α
2 − µ1−α

1 |p
(
M ||G−1||

Γ(α)

)p(
p− 1

pα− 1

)p−1

µpα−1
2

× (µ
1− 1

p

2 ∥φ∥LpΦH(ρ) +Mp
B∥c∥

p
Lp)

→ 0,

I3 = µ
p(1−α)
1 E∥

∫ µ1

0

[
(µ2 − s)α−1SG(µ2 − s)− (µ1 − s)α−1SG(µ2 − s)

]
×
[
H(s, z(s)) + Lc(s)

]
ds∥p

=µ
p(1−α)
1 E∥

∫ µ1

0

[
(µ2−s)α−1−(µ1−s)α−1

]
SG(µ2−s)

[
H(s, z(s))+Lc(s)

]
ds∥p

≤ µ
p(1−α)
1

(
M ||G−1||

Γ(α)

)p

E∥
∫ µ1

0

[
(µ2−s)α−1−(µ1 − s)α−1

][
H(s, z(s))+Lc(s)

]
ds∥p

≤ 2p−1µ
p(1−α)
1

(
M ||G−1||

Γ(α)

)p( ∫ µ1

0

|(µ2 − s)α−1 − (µ1 − s)α−1|
p

p−1 ds
)p−1

× (µ
1− 1

p

1 ∥φ∥LpΦH(ρ) +Mp
B∥c∥

p
Lp)

→ 0,

I5 = µ
p(1−α)
1 E∥

∫ µ2

µ1

(µ2 − s)α−1SG(µ2 − s)
[
H(s, z(s)) + Lc(s)

]
ds]∥p
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≤ 2p−1µ
p(1−α)
1

(
M ||G−1||

Γ(α)

)p(
p− 1

pα− 1

)p−1

(µ2 − µ1)
pα−1

×
∫ µ2

µ1

(φ(s)ΦH(ρ) +Mp
B∥c(s)∥

p)ds

→ 0,

I6 = |µ1−α
2 − µ1−α

1 |pE∥
∫ µ2

0

(µ2 − s)α−1SG(µ2 − s)R(s, z(s))dW (s)]∥p

≤ LRΦR(ρ)

(
M ||G−1||

Γ(α)

)p

|µ1−α
2 − µ1−α

1 |p
∫ µ2

0

(µ2 − s)p(α−1)ψ(s)ds

→ 0,

I7 = µ
p(1−α)
1 E∥

∫ µ1

0

[
(µ2 − s)α−1SG(µ2 − s)− (µ1 − s)α−1SG(µ2 − s)

]
×R(s, z(s))dW (s)∥p

= µ
p(1−α)
1 E∥

∫ µ1

0

[
(µ2 − s)α−1 − (µ1 − s)α−1

]
SG(µ2 − s)R(s, z(s))dW (s)∥p

≤ µ
p(1−α)
1

(
M ||G−1||

Γ(α)

)p

LRΦR(ρ)

∫ µ1

0

|(µ2 − s)α−1 − (µ1 − s)α−1|pψ(s)ds

→ 0

and

I9 = µ
p(1−α)
1 E∥

∫ µ2

µ1

(µ2 − s)α−1SG(µ2 − s)R(s, z(s))dW (s)∥p

≤ LRΦR(ρ)µ
p(1−α)
1

(
M ||G−1||

Γ(α)

)p ∫ µ2

µ1

(µ2 − s)p(α−1)ψ(s)ds

→ 0

as µ2 − µ1 → 0. Therefore, the set
∏

is equi-continuous.

Lemma 3.3. Let conditions (C1), (C2) and (A1)− (A5) hold. Then
∏
(t) = {ξ(t) :

ξ ∈
∏
} is relatively compact for every t ∈ J .

Proof. By (A3) we can achieve that the set {z0 − g(z) : z ∈ Dρ} is bounded.
Since {SI(t) : t ≥ 0} is linear and bounded, the set

{SI(t)[z0 − g(z)] : z ∈ Dρ, t ≥ 0}

is bounded. Then we can infer the relative compactness of

{SG(t)[z0 − g(z)] : z ∈ Dρ, t ≥ 0}

because G−1 is compact. That is, the set

{t1−αSG(t)[z0 − g(z)] : z ∈ Dρ, t ≥ 0}

is relatively compact. We denote by

(Q1z)(t) =

∫ t

0

(t− s)α−1SI(t− s)
[
H(s, z(s)) + Lc(s)

]
ds
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+

∫ t

0

(t− s)α−1SI(t− s)R(s, z(s))dW (s).

According to Lemma 3.1, {(Q1z)(t) : z ∈ Dρ, t ≥ 0} is bounded. Hence we can
derive that

{G−1(Q1z)(t) : z ∈ Dρ, t ≥ 0}

is relatively compact in view of the compactness of G−1. Therefore, we conclude
that {(Qz)(t) : z ∈ Dρ, t ≥ 0} is relatively compact. Consequently, the relative
compactness of

∏
(t) = {ξ(t) : ξ ∈

∏
} is achieved.

Theorem 3.1. Let assumptions (C1), (C2) and (A1)− (A5) be fulfilled. Then the
FSES (1.1) has a mild solution.

Proof. Owing to Lemma 3.1, we get Q(Dρ) ⊂ Dρ for certain ρ > 0. We next
prove the continuity of Q on Dρ. Let {zn} be a sequence of Dρ with zn → z as
n→ ∞. According to the continuity of H,R and g, we have

H(t, zn(t)) → H(t, z(t)), t ≥ 0,

R(t, zn(t)) → R(t, z(t)), t ≥ 0

and
g(zn) → g(z)

as n→ ∞. On the other hand, since

E∥SG(t− s)
[
H(s, zn(s))−H(s, z(s))

]
∥p ≤ 2p

(M∥G−1∥
Γ(α)

)p
ΦH(ρ)φ(s) ∈ L1(J,R+)

and

E∥(t− s)α−1SG(t− s)
[
R(s, zn(s))−R(s, z(s))

]
∥p
L0

2

≤2p
(M ||G−1||

Γ(α)

)p
ΦR(ρ)(t− s)p(α−1)ψ(s) ∈ L1(J,R+),

we can acquire that

t1−αE∥(Qzn)(t)− (Qz)(t)∥p

≤ 3p−1E∥SG(t)[g(zn)− g(z)]∥p

+3p−1t1−αE∥
∫ t

0

(t− s)α−1SG(t− s)
[
H(s, zn(s))−H(s, z(s))

]
ds∥p

+3p−1t1−αE∥
∫ t

0

(t− s)α−1SG(t− s)
[
R(s, zn(s))−R(s, z(s))

]
dW (s)∥p

≤ 3p−1
(M ||G−1||

Γ(α)

)p
E∥g(zn)− g(z)∥p

+3p−1
( p− 1

pα− 1

)p−1
ηpα−α

∫ t

0

E∥SG(t− s)
[
H(s, zn(s))−H(s, z(s))

]
∥pds

+3p−1η1−αLR

∫ t

0

E∥(t− s)α−1SG(t− s)
[
R(s, zn(s))−R(s, z(s))

]
∥p
L0

2
ds

→ 0 (n→ ∞).
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This fact implies that

∥Qzn −Qz∥pH1−α
= sup

t∈J
t1−αE∥(Qzn)(t)− (Qz)(t)∥p → 0

as n→ ∞. Therefore, Q : Dρ → Dρ is continuous.
This fact together with Lemmas 3.2 and 3.3, we deduce that Q : Dρ → Dρ is

completely continuous by the Ascoli-Arzela theorem. By applying Schauder’s fixed
point theorem, the FSES (1.1) possesses a mild solution.

Remark 3.1. In Theorem 3.1, we remove the compactness and Lipschitz continuity
conditions of g, hence our result extends some existing conclusions of [4, 11,27].

Remark 3.2. If a1 = a2 ≡ 0 in (A1) and (A2), the assumption (A5) holds auto-
matically.

Let conditions (A1) and (A2) be replaced by
(A1)′ H : J × V → V is continuous and there is N1 > 0 such that

E∥H(t, z)∥p ≤ N1, ∀(t, z) ∈ J × Lp(Υ, V ).

(A2)′ R : J × V → L0
2 is continuous and there is N2 > 0 satisfying

E∥R(t, z)∥p
L0

2
≤ N2, ∀(t, z) ∈ J × Lp(Υ, V ).

By virtue of Theorem 3.1, we can acquire the conclusion below.

Theorem 3.2. Assume that conditions (C1), (C2), (A1)′, (A2)′, (A3) and (A4) are
satisfied. Then the FSES (1.1) possesses a mild solution.

Proof. Choosing ρ > 0 large enough such that

ρ > 4p−1
(M∥G−1∥

Γ(α)

)p
(∥z0∥p +M

p
)

+8p−1
(M∥G−1∥

Γ(α)

)p( p− 1

pα− 1

)p−1
ηpα−α(N1η +Mp

B∥c∥
p
Lp)

+4p−1 η
p(α−1)+2−αLR

p(α− 1) + 1

(M∥G−1∥
Γ(α)

)p
N2,

then Q(Dρ) ⊂ Dρ. We omit the remain proof because it is similar to the one of
Theorem 3.1.

Remark 3.3. In our Theorem 3.2, we delete the assumption (A5). The uniform
boundedness conditions (A1)′, (A2)′ are strong for existence results, but they are
useful in the controllability theorem.

4. Approximate controllability
Denoting by z(t; c) the mild solution of (1.1) associated with c, we introduce the
reachable set of (1.1) by

Kη(H) := {z(η; c) : c ∈ LF
p (J, U)}.
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Definition 4.1. Let Kη(H) be the closure of Kη(H). If Kη(H) = Lp(Υ, V ), the
FSES (1.1) is called approximately controllable.

We first investigate the fractional linear systemsLDα
t (Gz(t)) +Az(t) = Lc(t) +R(t)

dW (t)

dt
, t ≥ 0,

z(0) = z0

(4.1)

and {
LDα

t (Gz(t)) +Az(t) = Lv(t), t ≥ 0,

z(0) = z0,
(4.2)

where c ∈ LF
p (J, U) and v ∈ Lp(J, U).

The following conclusion is cited from [18].

Lemma 4.1. The linear system (4.1) is approximately controllable iff fractional
deterministic system (4.2) is approximately controllable on each [ϖ, η], 0 ≤ ϖ ≤ η.

Thus, we first consider the approximate controllability of (4.2). Define a bounded
linear operator T : Lp(J, V ) → V by

Th =

∫ η

0

(η − s)α−1SG(η − s)h(s)ds, h ∈ Lp(J, V ). (4.3)

(A6) For any ϵ > 0 and h ∈ Lp(J, V ), there is vϵ ∈ Lp(J, U) satisfying

∥Th− TLυε∥ < ϵ.

Lemma 4.2. Let (A6) hold. Then the fractional deterministic system (4.2) is
approximately controllable.

Proof. Since K(t) = e−AG−1t, t ≥ 0, we infer that dK(t)
dt = −AG−1K(t), t > 0

and for any z0 ∈ V,K(t)z0 ∈ D(−AG−1). By the definition of SG(t), we can acquire
that

ηα−1SG(η)z0 ∈ D(−AG−1)

and
dS2

G(t)z

dt
= 2SG(t)

dSG(t)

dt
z, ∀z ∈ V.

Since D(−AG−1) = V , we will prove D(−AG−1) = Kη(0). That is, we are going
to find a control vϵ ∈ Lp(J, U) such that, for each ω ∈ D(−AG−1) and ∀ϵ > 0,

∥ω − ηα−1SG(η)z0 − TLvϵ∥ < ϵ.

For ∀ω ∈ D(−AG−1), we can find a function h ∈ Lp(J, V ) satisfying

Th = ω − ηα−1SG(η)z0.

For instance, we can pick

h(t) =
[Γ(α)]2(η − t)1−αG2

η

[
SG(η−t)−2t

dSG(η − t)

dt

][
ω−ηα−1SG(η)x0

]
, t ∈ (0, η).
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In fact, from (4.3) we infer that

Th =

∫ η

0

(η − s)α−1SG(η − s)h(s)ds

=
[Γ(α)]2

η

∫ η

0

[
S2
I (η − s)− 2sSI(η − s)

dSI(η − s)

ds

]
ds
[
ω − ηα−1SG(η)z0

]
=

[Γ(α)]2

η

∫ η

0

d(sS2
I (η − s))

[
ω − ηα−1SG(η)z0

]
=

[Γ(α)]2

η
sS2

I (η − s)|η0
[
ω − ηα−1SG(η)z0

]
= [Γ(α)]2S2

I (0)
[
ω − ηα−1SG(η)z0

]
= ω − ηα−1SG(η)z0,

where SI(t) =
∫∞
0
αθMα(θ)K(tαθ)dθ, t ≥ 0 and SG(t) = G−1SI(t), t ≥ 0.

For this h ∈ Lp(J, V ), the condition (A6) yields that there is vϵ ∈ Lp(J, U)
meeting

∥Th− TLvϵ∥ < ϵ.

So
∥ω − ηα−1SG(η)z0 − TLvϵ∥ < ϵ,

and the fractional deterministic system (4.2) is approximately controllable.
Let

πη
0 :=

∫ η

0

(η − s)2(α−1)SG(η − s)LL∗S∗
G(η − s)ds.

Lemma 4.3 ( [17]). The fractional deterministic system (4.2) is approximately
controllable iff ∥λ(λI + πη

0 )
−1z∥ → 0 as λ→ 0+ for all z ∈ V .

Lemma 4.4 ( [18]). For every Λ ∈ Lp(Υ, V ), there is ϕ ∈ LF
p (Υ;L2(J, L0

2)) satis-
fying

Λ = EΛ +

∫ η

0

ϕ(δ)dW (δ).

For any λ > 0 and h ∈ Lp(Υ, V ), let’s now choose a control cλ by

cλ(t; z) = (η − t)α−1B∗S∗
C(η − t)(λI + πη

0 )
−1P(z),

where

P(z) = EΛ− ηα−1SG(η)[z0 − g(z)]−
∫ η

0

(η − δ)α−1SG(η − δ)H(δ, z(δ))dδ

−
∫ η

0

[(η − δ)α−1SG(η − δ)R(δ, z(δ))− ϕ(δ)]dW (δ).

Theorem 4.1. Suppose that conditions (C1), (C2), (A1)′, (A2)′, (A3), (A4) and (A6)
hold. Then the FSES (1.1) is approximately controllable.

Proof. From Theorem 3.2 we know that the FSES (1.1) admits one mild solution
zλ in Dρ for some ρ > 0 associated with cλ(t; zλ). Then ∥zλ∥H1−α ≤ ρ and

zλ(t) = tα−1SG(t)[z0 − g(zλ)] +

∫ t

0

(t− s)α−1SG(t− s)H(s, zλ(s))ds
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+

∫ t

0

(t− s)α−1SG(t− s)Lcλ(s; zλ)ds

+

∫ t

0

(t− s)α−1SG(t− s)R(s, zλ(s))dW (s).

Since λ(λI + πη
0 )

−1 = I − πη
0 (λI + πη

0 )
−1, it follows that

zλ(η) = Λ− λ(λI + πη
0 )

−1P(zλ). (4.4)

Assumptions (A1)′ and (A2)′ imply that

E∥H(s, zλ(s)∥p + E∥R(s, zλ(s)∥pL0
2
≤ N1 +N2.

Hence (H(s, zλ(s)), R(s, zλ(s))) possesses a subsequence, not relabeled, weakly con-
verging to some (H∗(s), R∗(s)) in V ×L0

2. By virtue of the compactness of SG(t), t ≥
0, we can acquire that

(η − s)α−1SG(η − s)H(s, zλ(s)) → (η − s)α−1SG(η − s)H∗(s)

and

(η − s)α−1SG(η − s)R(s, zλ(s)) → (η − s)α−1SG(η − s)R∗(s) a.e. on J ×Υ.

On the other hand, since

E∥(η − s)α−1SG(η − s)
[
H(s, zλ(s))−H∗(s)

]
∥p ≤ 2pN1η

p(α−1)

(
M∥G−1∥
Γ(α)

)p

and

E∥(η − s)α−1SG(η − s)
[
R(s, zλ(s))−R∗(s)

]
∥p
L0

2
≤ 2pN2η

p(α−1)

(
M∥G−1∥
Γ(α)

)p

,

we derive that

E∥
∫ η

0

(η − s)α−1SG(η − s)[H(s, zλ(s))−H∗(s)]ds∥p → 0

and
E∥

∫ η

0

(η − s)α−1SG(η − s)[R(s, zλ(s))−R∗(s)]dW (s)∥p → 0

as λ → 0+. Since g maps bounded subset of H1−α(J, V ) to bounded subset of V ,
we infer that ηα−1SG(η)[z0 − g(zλ)] tends to some g∗ in V as λ→ 0+ owing to the
compactness of SG(t). Denote by

ϑ :=EΛ− g∗ −
∫ η

0

(η − s)α−1SG(η − s)H∗(s)ds

−
∫ η

0

(η − s)α−1SG(η − s)[R∗(s)− ϕ(s)]dW (s).

Then
E∥P(zλ)− ϑ∥p → 0 (λ→ 0+). (4.5)
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In view of (4.4), (4.5) and Lemmas 4.1–4.3, we have

E∥zλ(η)− Λ∥p = E∥λ(λI + πη
0 )

−1P(zλ)∥p

≤ 2p−1∥λ(λI + πη
0 )

−1∥pE∥P(zλ)− ϑ∥p

+2p−1E∥λ(λI + πη
0 )

−1ϑ∥p

→ 0 (λ→ 0+).

This fact yields the approximate controllability of the FSES (1.1).

5. Application
Consider the Sobolev type fractional partial differential equation with stochastic
term

LD
3
4
t [(I −

∂2

∂y2
)z(t, y)]− ∂2

∂y2
z(t, y)

=
e−3t sin z(t, y)

(30+t)(1+|z(t, y)|)
+

e−5t cos z(t, y)

(60+t)(1+|z(t, y)|)
dW (t)

dt
+c(t), (t, y)∈(0, 1]×[0, π],

z(t, 0) = z(t, π) = 0, t ∈ [0, 1],

I1−α
0+ [(I − ∂2

∂y2
)z(t, y)]|t=0 +

√
t1−α|z(t, y)|+ 2 = z0(y).

(5.1)
Let V = U := L2[0, π]. Denote by D(A) = D(G) := {z ∈ V : z, z′ are absolutely

continuous, z′′ ∈ V and z(0) = z(π) = 0}. Define

Az = − ∂2

∂y2
z, z ∈ D(A)

and
Gz = (I − ∂2

∂y2
)z, z ∈ D(G).

By [5,14], A : D(A) ⊂ V → V , G : D(G) ⊂ V → V and

Az =

∞∑
n=1

n2⟨z, en⟩en, z ∈ D(A)

and
Gz =

∞∑
n=1

(1 + n2)⟨z, en⟩en, z ∈ D(C),

where en(y) =
√

2
π sin(ny), n ∈ N are eigenvectors of A corresponding to eigenval-

ues ςn = n2. For any z ∈ V , one has

G−1x =

∞∑
n=1

1

1 + n2
⟨z, en⟩en,

−AG−1x =

∞∑
n=1

−n2

1 + n2
⟨z, en⟩en
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and
K(t)z =

∞∑
n=1

e
−n2

1+n2 t⟨z, en⟩en == e−AG−1tz.

It is obvious that G−1 is compact and ∥G−1∥ ≤ 1 and ∥K(t)∥ ≤ 1. Hence

SG(t) =
3

4

∫ ∞

0

G−1θM 3
4
(θ)K(t

3
4 θ)dθ,

where
M 3

4
(θ) =

∞∑
n=1

(−θ)n−1

(n− 1)!Γ(1− 3
4n)

.

Obviously,
∥SG(t)z∥ ≤ 1

Γ( 34 )
∥z∥.

Let

H(t, z(t))(y) =
e−3t sin z(t, y)

(30 + t)(1 + |z(t, y)|)
,

R(t, z(t))(y) =
e−5t cos z(t, y)

(60 + t)(1 + |z(t, y)|)

and
g(z)(y) =

√
t1−α|z(t, y)|+ 2.

Then (5.1) can be rewritten as the abstract FSES (1.1). And conditions (A1)′,
(A2)′, (A3), (A4) are satisfied with N1 = 1

30p , N2 = 1
60p where p ≥ 2 is a fixed

constant. In addition, if for ∀ϵ > 0 and h ∈ Lp([0, 1], V ), there is vϵ ∈ Lp([0, 1], U)
satisfying

∥
∫ 1

0

(1− s)−
1
4SG(1− s)h(s)ds−

∫ 1

0

(1− s)−
1
4SG(1− s)vϵ(s)ds∥ ≤ ϵ,

according to Theorem 4.1, (5.1) is approximately controllable.

Conclusion
In this manuscript, the existence as well as the approximate controllability of the
Liouville-Riemann FSES (1.1) of sobolev type are considered. With the aid of
assumptions (C1) and (C2), the compactness and boundedness of {SG(t)}t≥0 are
achieved. By applying the compactness condition of linear operator G−1 : V →
D(G), we easily acquire the relative compactness of the set Π(t) for t ∈ J without
any compactness assumptions on g and the operator semigroup K(t)(see Lemma
3.3). Hence the achieved conclusions in our article extend and improve some existing
studies.
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