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Abstract In this paper, we study the following nonlinear fractional Schrödinger-
Poisson system  (−∆)su+ λV (x)u+ µφu = |u|p−2u, in R3,

(−∆)sφ = u2, in R3,

where s ∈ ( 3
4
, 1), 2 < p < 4, λ, µ are positive parameters and the potential V (x)

is a nonnegative continuous function with a potential well Ω = intV −1(0). By
establishing truncation technique and the parameter-dependent compactness
lemma, the existence, decay rate and asymptotic behavior of positive solutions
are established. Moreover, we prove some nonexistence results in the case of
2 < p ≤ 3.
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1. Introduction

In this paper, we are concerned with the following nonlinear fractional Schrödinger-
Poisson system  (−∆)su+ λV (x)u+ µφu = |u|p−2u, in R3,

(−∆)sφ = u2, in R3,
(1.1)

where s ∈ ( 3
4 , 1), 2 < p < 4, λ, µ are positive parameters and the potential V (x)

satisfies the following conditions:
(V1) V (x) ∈ C(R3,R) and V (x) ≥ 0 on R3.
(V2) There exists b > 0 such that Vb := {x ∈ R3 : V (x) < b} is nonempty and has
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finite measure.
(V3) Ω = intV −1(0) is a nonempty open set with locally Lipschitz boundary and
Ω = V −1(0).

It’s well known that the fractional Laplacian (−∆)s(s ∈ (0, 1)) can be defined
by

(−∆)sv(x) = C3,sP.V.

∫
R3

v(x)− v(y)

|x− y|3+2s
dy = C3,s lim

ε→0

∫
R3\Bε(x)

v(x)− v(y)

|x− y|3+2s
dy

for v ∈ S(R3), where P.V. denotes a Principal Value, S(R3) is the Schwartz space
of rapidly decaying C∞ function, Bε(x) denotes an open ball of radius ε centered at

x and the normalization constant C3,s =
(∫

R3

1−cos(ζ1)
|ζ|3+2s

)−1
(see e.g. [12,23,30,32,40]

and the references therein). For u ∈ S(R3), the fractional Laplaction (−∆)s(s ∈
(0, 1)) can be defined by the Fourier transform (−∆)su = F−1(|ξ|2sFu), F being
the usual Fourier transform. The applications of operator (−∆)s can be founded in
several areas such as fractional quantum mechanics [25, 26], physics and chemistry
[31], obstacle problems [34], optimization and finance [6], conformal geometry and
minimal surfaces [7] and so on.

When s = λ = µ = 1, system (1.1) reduces to the classical Schrödinger-Poisson
system written by a more general form−∆u+ V (x)u+K(x)φu = f(x, u), in R3,

−∆φ = K(x)u2, in R3.
(1.2)

This kind of problem has been widely studied by many scholars in recent years. In
the case of V = K ≡ 1 and f = |u|p−2u, system (1.2) has been studied sufficiently
as p varies. The readers may see [13] for the case p ≤ 2 or p ≥ 6 and see [1,8,15,33]
for the case 2 < p < 6. Moreover, Azzollini and Pomponio [2] proved the existence
of ground state solutions for the subcritical 3 < p < 6 and the critical case f =
|u|p−2u+u5 with 4 < p < 6. In the case of V is non-radial, K ≡ 1 and f = |u|p−2u,
the existence of ground state solution for system (1.2) was obtained in [2] and [43] for
4 < p < 6 and 3 < p ≤ 4 respectively. When V ≡ 1, Cerami and Vaira [9] proved the
existence of ground states and bound states of system (1.2), with f = a(x)|u|p−2u
and 4 < p < 6. If V is not constant, K = 1, 2 < p < 5 and f = µ|u|p−1u + u5,
Liu and Guo [27] obtained the existence of ground state solution of system (1.2).
For other results on the existence of solutions for system (1.2), the readers may
see [1, 3, 5, 10,14,21,24,35] and the references therein.

In addition, there are some results studied when V in (1.2) is a nonnegative
continuous function with a potential well Ω = intV −1(0). Du, Tian, Wang and
Zhang [17] proved the existence, nonexistence and asymptotic behavior of solutions
of system (1.2), with K(x) ∈ L2(R3) ∪ L∞(R3), f(x, u) = a(x)f(u), a(x) is a
positive bounded function and f(s) is either asymptotically linear or asymptotically
3-linear in s at infinity. Zhang, Tang and Zhang [44] obtained the existence and
concentration of nontrivial solutions of system (1.2). When V = λa(x) + b(x),
a(x) ∈ C(R3) is nonnegative and has a potential well Ωa and a(x) ∈ C(R3) is
unbounded below, Sun, Wu and Wu [36] studied the existence and concentration
of nontrivial solutions of system (1.2), with f = |u|p−2u and 3 < p < 4. For other
related works, we refer the readers to [41,45] and the references therein.
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As far as we know, there are few papers in the literature which considered
the fractional Laplacian equations or systems. In particular, fractional Laplacian
equation or system with steep potential well. In [37], Teng studied the following
fractional Schrödinger-Poisson system{

(−∆)su+ V (x)u+ φu = µ|u|q−1u+ |u|2∗s−2u, in R3,

(−∆)tφ = u2, in R3,

where µ ∈ R+ is a parameter, 1 < q < 2∗s − 1 = 3+2s
3−2s , s, t ∈ (0, 1) and 2s + 2t <

3. Under certain assumptions on V (x), by using the method of Pohozaev-Nehari
manifold and the arguments of Brezis-Nirenberg, the monotonic trick and global
compactness Lemma, the author proved the existence of a nontrivial ground state
solution.

In [29], Yang and Liu investigated the following fractional Schrödinger equation
with sublinear perturbation and steep potential well{

(−∆)su+ λV (x)u = f(x, u) + a(x)|u|v−2u, in RN ,

u ∈ Hs(RN ),

where 0 < s < 1, 2s < N , λ > 0, 1 < v < 2, f ∈ C(RN ×R) is of subcritical growth.
By using variational methods, they proved the existence of at least two nontrivial
solutions. Moreover, the phenomenon of concentration of solutions was explored as
well.

In [39], Torres and Cesar studied the nonlinear fractional Schrödinger equation
with steep potential well{

(−∆)su+ λV (x)u = f(x, u), in RN ,

u ∈ Hs(RN ),

where 0 < s < 1, λ is a parameter, V ∈ C(RN ) and V −1(0) has nonempty interior.
Under some suitable conditions, the existence of nontrivial solutions were obtained
by using variational methods. Furthermore, the phenomenon of concentration of
solutions was also explored. For more research on fractional elliptic equations, we
refer the readers to [4, 11,20,22,35,42] and the references therein.

To our best knowledge, there is no result for system (1.1) with a steep potential
well and 2 < p < 4. In this paper we need to overcome the following difficulties.
Comparing with the case of 4 ≤ p < 2∗s = 6

3−2s , there are some new difficulties.

One of the main difficulty is that the nonlinear term u 7→ f(u) := |u|p−2u with
2 < p < 4 does not satisfy the Ambrosetti-Rabinowitz condition

0 < ρ

∫ u

0

f(s)ds ≤ f(u)u for all u 6= 0 with some ρ > 4,

which would make it very difficult to prove the boundedness of Palais-Smale se-
quence or Cerami sequence. Another difficulty is given by the fact that the function
f does not satisfy the Nehari-type monotonicity condition

f(s)

|s|3
is increasing on (−∞, 0) and (0,+∞),
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hence we can’t apply the Nehari manifold and fibering methods and so on. Com-
paring with the case of s = 1, our major difficulty lies in the decay estimates of the
sequences of solution to the nonlocal problem at infinity are different from those in
the case of the classical local problem, we must build decay estimates for nonlocal
operators.

Motivated by the above works, in this paper, we will consider the fractional
Schrödinger-Poisson system (1.1) with 2 < p < 4. As shown in Section 2, for every
u ∈ Hs(R3), there exists a unique φsu ∈ Ds,2(R3) satisfying (−∆)sφsu = u2. Thus,
we can rewrite (1.1) as follows

(−∆)su+ λV (x)u+ µφsuu = |u|p−2u, in R3.

The functional associated with (1.1) is

Jλ,µ(u) =
1

2

∫
R3

(|(−∆)
s
2u|2 + λV (x)u2)dx+

µ

4

∫
R3

φsuu
2dx− 1

p

∫
R3

|u+|pdx

defined in the space

Eλ =

{
u ∈ Hs(R3) :

∫
R3

V (x)u2dx <∞
}

with the norm

‖u‖2λ =

∫
R3

(|(−∆)
s
2u|2 + λV (x)u2)dx,

where u+ = max{u, 0}. Our first main result can be stated as follows.

Theorem 1.1. Suppose that conditions (V1)−(V3) hold and 2 < p < 4. Then there
exist λ∗ > 1 and µ∗ > 0 such that for each λ ∈ (λ∗,∞) and µ ∈ (0, µ∗), problem
(1.1) has at least a positive solution uλ,µ ∈ Eλ. Moreover, there exist constants
τ, T > 0 (independent of λ, µ and s) such that

τ ≤ ‖uλ,µ‖λ ≤ T. (1.3)

Remark 1.1. Now, we give the main idea of the proof of Theorem 1.1. In fact, it is
easy to check that the functional Jλ,µ possesses the mountain pass geometry when
µ > 0 small. Then we will get a Cerami sequence of the functional Jλ,µ when µ > 0
small. But we note that due to the lack of the Ambrosetti-Rabinowitz condition
for system (1.1), it is hard to obtain the boundedness of the Cerami sequence. To
overcome this obstacle, we use the truncation technique as e.g. in [28]. Indeed, for
any T > 0, we consider the truncated functional JTλ,µ : Eλ → R defined by

JTλ,µ(u) =
1

2

∫
R3

(|(−∆)
s
2u|2 + λV (x)u2)dx

+
µ

4
ψ

(
‖u‖2λ
T 2

)∫
R3

φsuu
2dx− 1

p

∫
R3

|u+|pdx,

where ψ is a smooth cut-off function such that

ψ

(
‖u‖2λ
T 2

)
=

{
1, ‖u‖λ ≤ T,
0, ‖u‖λ >

√
2T.
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Firstly, we can prove that the functional JTλ,µ possesses the mountain pass geometry
when µ > 0 small, then the Mountain Pass Theorem shows that there exists a
Cerami sequence {un} of JTλ,µ at the mountain pass level cTλ,µ. Secondly, we will

show that cTλ,µ has an upper bounded, after passing to a subsequence, such that
‖un‖λ ≤ T for all n when µ > 0 small, then we get that {un} is a bounded Cerami
sequence of JTλ,µ at the mountain pass level cTλ,µ, that is

sup
n∈N
‖un‖λ ≤ T, Jλ,µ(un)→ cTλ,µ and (1 + ‖un‖λ)‖J ′λ,µ(un)‖E′λ → 0,

where E′λ is the dual space of Eλ. Finally, for λ > 0 large, we will prove that
un → uλ,µ in Eλ through using the parameter-dependent compactness lemma,
hence, uλ,µ is a solution of problem (1.1).

Another aim of the paper is to prove the nonexistence of nontrivial solutions to
problem (1.1) when λ and µ are large enough.

Theorem 1.2. Suppose that conditions (V1)− (V3) hold.

(i) If 2 < p < 3 and |Vb| ≤ S
2∗s

2∗s−2

s , then problem (1.1) has no nontrivial solution
in Eλ for all λ > 1

b and µ ≥ 1

4(1−|Vb|
2∗s−2

2∗s S−1
s )

. Here Ss is the best constant for the

embedding Ds,2(R3) ↪→ L2∗s (R3).
(ii) If p = 3, then problem (1.1) has no nontrivial solution in Eλ for all λ > 0 and
µ > 1

4 .

Next, we are concerned with the decay rate of the positive solutions at infinity.
Clearly, it is possible that lim inf |x|→∞ V (x) = 0 since (V1) − (V3), hence we need
to replace (V2) by the following condition.
(V ′2) there exists b > 0 such that Vb := {x ∈ R3 : V (x) < b} is nonempty and
bounded.

Theorem 1.3. Suppose that conditions (V1), (V ′2) and (V3) hold and 2 < p < 4.
In addition, suppose that V (x) ∈ L∞(R3). Let uλ,µ be the positive solution of (1.1)
for each λ ∈ (λ∗,∞) and µ ∈ (0, µ∗) satisfying (1.3). Then there exists Λ∗ > λ∗

such that for each λ ∈ (Λ∗,∞) and µ ∈ (0, µ∗), we have

0 < uλ,µ(x) <
C

1 + |x|3+2s
,

where constants C > 0 independent of λ and µ.

Remark 1.2. (1) As far as we know, Theorem 1.3 is a new result for fractional
Schrödinger-Poisson problem with steep potential well.
(2) It is easy to see that (V ′2) is stronger than (V2). Thus, the conclusions of Theorem
1.1 still hold when (V2) replaced by (V ′2).
(3) We know that the potential function V (x) satisfying condition (V1), (V ′2) and
(V3) may be bounded or unbounded. For example, the bounded potential function:

V (x) =


0, |x| ≤ 1,

(|x| − 1)2, 1 < |x| ≤ 2,

1, |x| > 2,



Decay properties and asymptotic behavior 3141

and the unbounded potential function:

V (x) =

{
0, |x| ≤ 1,

(|x| − 1)2, |x| > 1.

However, Theorem 1.3 only obtain that the decay rate of positive solution uλ,µ at
infinity when V (x) is bounded. It is still an open question that the decay rate of pos-
itive solution uλ,µ at infinity when V (x) is unbounded, which is under consideration
in my following work.

Finally, we give the asymptotic behavior of the positive solutions as λ→∞ and
µ→ 0.

Theorem 1.4. Let uλ,µ be the positive solution of (1.1) obtained by Theorem 1.1.
Then for each µ ∈ (0, µ∗) be fixed, uλ,µ → uµ in Hs(R3) as λ → ∞ up to a
subsequence, where uµ ∈ Hs

0(Ω) is a positive solution of (−∆)su+ µφsuu = |u|p−2u, in Ω,

u = 0, in ∂Ω.
(1.4)

Theorem 1.5. Let uλ,µ be the positive solution of (1.1) obtained by Theorem 1.1.
Then for each λ ∈ (λ∗,∞) be fixed, uλ,µ → uλ in Eλ as µ→ 0 up to a subsequence,
where uλ ∈ Eλ is a positive solution of (−∆)su+ λV (x)u = |u|p−2u, in R3,

u ∈ Hs(R3).
(1.5)

Theorem 1.6. Let uλ,µ be the positive solution of (1.1) obtained by Theorem 1.1.
Then uλ,µ → u0 in Hs(R3) as µ → 0 and λ → ∞ up to a subsequence, where
u0 ∈ Hs

0(Ω) is a positive solution of (−∆)su = |u|p−2u, in Ω,

u = 0, in ∂Ω.
(1.6)

In the sequel, we use the following notations:

• X ′ denotes the dual space of X.

• û denotes the Fourier transform of u.

• |M | is the Lebesgue measure of the set M .

• For ρ > 0 and z ∈ R3, Bρ(z) denotes the ball of radius ρ centered at z.

• Ls(R3) denotes the usual Lebesgue space with norm |u|s := (
∫
R3 |u|sdx)

1
s , 1 ≤ s ≤

∞.

• C, Ci (i = 1, 2, 3 · ··) denotes various positive constants which may vary from one
line to another and which is not important for the analysis of the problem.

The paper is organized as follows. In Section 2, we set up the variational framework
and present some preliminaries results. In Section 3, we will prove Theorems 1.1 and 1.2.
In Section 4, we will prove Theorem 1.3. Section 5 is devoted to proving Theorems 1.4,
1.5 and 1.6.
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2. Preliminaries

We define the homogeneous fractional Sobolev space Ds,2(R3) as follows

Ds,2(R3) = {u ∈ L2∗s (R3) : |ξ|sû(ξ) ∈ L2(R3)}

which is the completion of C∞0 (R3) under the norm

‖u‖2Ds,2 =

∫
R3

|(−∆)
s
2 u|2dx =

∫
R3

|ξ|2s|û(ξ)|2dξ.

The fractional Sobolev space Hs(R3) can be described by means of the Fourier transform,
i.e.

Hs(R3) =

{
u ∈ L2(R3) :

∫
R3

(|ξ|2s|û(ξ)|2 + |û(ξ)|2)dξ <∞
}
.

In this case, the norm is defined as

‖u‖2Hs =

∫
R3

(|ξ|2s|û(ξ)|2 + |û(ξ)|2)dξ.

From Plancherel’s theorem we have |u|2 = |û|2 and ||ξ|sû|2 = |(−∆)
s
2 u|2. Hence

‖u‖2Hs =

∫
R3

(|(−∆)
s
2 u|2 + u2)dx.

Now, let

E =

{
u ∈ Hs(R3) :

∫
R3

V (x)u2dx <∞
}

with the inner product

〈u, v〉 =

∫
R3

((−∆)
s
2 u(−∆)

s
2 v + V (x)uv)dx

and the norm

‖u‖2 =

∫
R3

(|(−∆)
s
2 u|2 + V (x)u2)dx.

It is clear that E ↪→ Hs(R3). In fact, by virtue of (V1) − (V2), Hölder’s inequality and
Sobolev inequality, it is easy to deduce that∫

R3

(|(−∆)
s
2 u|2 + u2)dx ≤

∫
R3

|(−∆)
s
2 u|2dx+ |Vb|

2∗s−2

2∗s

(∫
Vb
|u|2

∗
sdx

) 2
2∗s

+
1

b

∫
R3\Vb

V (x)u2dx

≤ max{1 + |Vb|
2∗s−2

2∗s S−1
s , b−1}

∫
R3

(|(−∆)
s
2 u|2 + V (x)u2)dx.

Now, we set

Eλ = (E, ‖u‖λ),

where

‖u‖2λ =

∫
R3

(|(−∆)
s
2 u|2 + λV (x)u2)dx.

Thus, there exists Ls > 0 (independent of λ ≥ 1) such that

|u|s ≤ Ls‖u‖ ≤ Ls‖u‖λ for s ∈ [2, 2∗s ]. (2.1)
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It is easy to show that problem (1.1) can be reduced to a single fractional Schrödinger equa-
tion with a nonlocal term. More precisely, for u ∈ Hs(R3), consider the linear functional
fu(v) defined in Ds,2(R3) by

fu(v) =

∫
R3

u2vdx.

By Hölder’s inequality and Sobolev inequality, we can get that

|fu(v)| ≤
(∫

R3

|u|
12

3+2s dx

) 3+2s
6
(∫

R3

|v|2
∗
sdx

) 1
2∗s

≤ S−
1
2

s

(∫
R3

|u|
12

3+2s dx

) 3+2s
6

‖v‖Ds,2

≤ S−
1
2

s C‖u‖2Hs‖v‖Ds,2 ,

where using the following fact that Hs(R3) ↪→ L
12

3+2s if s > 1
2
. By the Lax-Milgram

theorem, there exists a unique φsu ∈ Ds,2(R3) such that (−∆)sφsu = u2 and possesses an
explicit formula

φsu(x) = cs

∫
R3

u2(y)

|x− y|3−2s
dy, x ∈ R3, cs = π−

3
2 2−2tΓ( 3−2s

2
)

Γ(s)
.

Let us summarize some properties of the function φsu, their proof can be found in [38].

Lemma 2.1. If s ∈ ( 1
2
, 1), then for any u ∈ Hs(R3), we have

(i) φsu ≥ 0;
(ii) φsρu = ρ2φsu, ∀ρ > 0;
(iii)

∫
R3 φ

s
uu

2dx ≤ C|u|4 12
3+2s

≤ C‖u‖4Hs ;

(iv) If un ⇀ u in Hs(R3), then φsun ⇀ φsu in Ds,2(R3);
(v) If un ⇀ u in Hs(R3) and un → u in Lr(R3) for 2 ≤ r < 2∗s, then∫

R3

φsununvdx→
∫
R3

φsuuvdx for all v ∈ Hs(R3),

and ∫
R3

φsunu
2
ndx→

∫
R3

φsuu
2dx.

Substituting φsu in (1.1), we can rewrite (1.1) as follows

(−∆)su+ λV (x)u+ µφsuu = |u|p−2u. (2.2)

In order to find weak solutions to (2.2), we look for critical points of the functional Jλ,µ(u) :
Eλ → R associated with (2.2) which is defined by

Jλ,µ(u) =
1

2

∫
R3

(|(−∆)
s
2 u|2 + λV (x)u2)dx+

µ

4

∫
R3

φsuu
2dx− 1

p

∫
R3

|u+|pdx.

This is a well defined C1-functional with derivative given by

〈J ′λ,µ(u), v〉=
∫
R3

(−∆)
s
2 u(−∆)

s
2 vdx+

∫
R3

λV (x)uvdx+µ

∫
R3

φsuuvdx−
∫
R3

|u+|p−2u+vdx,

for all u, v ∈ Hs(R3).

Next, we give a stronger version of the Mountain Pass Theorem.
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Lemma 2.2 ( [18]). Let X be a real Banach space with its dual space X ′, and suppose
that J ∈ C1(X,R) statisfies

max{J(0), J(e)} ≤ µ < η ≤ inf
‖u‖X=ρ

J(u)

for some µ < η, ρ > 0 and e ∈ X with ‖e‖X > ρ. Let c ≥ η be characterized by

c = inf
γ∈Γ

max
t∈[0,1]

J(γ(t)),

where Γ = {γ ∈ C([0, 1], X) : γ(0) = 0, γ(1) = e} is the set of continuous paths joining 0
and e. Then there exists a sequence {un} ⊂ X such that

J(un)→ c ≥ η and (1 + ‖un‖X)‖J ′(un)‖X′ → 0,

as n→∞.

The vanishing Lemma for fractional Sobolev space is stated as follows.

Lemma 2.3 ( [37]). Assume that {un} is bounded in Hs(RN ) and it satisfies

lim
n→∞

sup
y∈RN

∫
Bρ(y)

|un(x)|2dx = 0,

where ρ > 0. Then un → 0 in Lr(RN ) for 2 < r < 2∗s.

Lemma 2.4. Suppose that (V1)− (V2) hold with 2 < p < 4. Then every nontrivial critical
point of Jλ,µ is a positive solution of problem (1.1).

Proof. Let u ∈ Eλ is a nontrivial critical point of Jλ,µ, we have∫
R3

(−∆)
s
2 u(−∆)

s
2 vdx+

∫
R3

λV (x)uvdx+ µ

∫
R3

φsuuvdx−
∫
R3

|u+|p−2u+vdx = 0,

for every v ∈ Eλ. Taking v = u− = max{−u, 0}, we deduce that∫ ∫
R6

(u(x)− u(y))(u−(x)− u−(y))

|x− y|3+2s
dxdy −

∫
R3

λV (x)|u−|2dx− µ
∫
R3

φsu|u−|2dx = 0,

which implies that ∫ ∫
R6

(u(x)− u(y))(u−(x)− u−(y))

|x− y|3+2s
dxdy ≥ 0. (2.3)

On the other hand, by direct computation, it follows that∫ ∫
R6

(u(x)− u(y))(u−(x)− u−(y))

|x− y|3+2s
dxdy

=

∫
{u(x)≥0}×{u(y)<0}

(u(x)− u(y))u(y)

|x− y|3+2s
dxdy

+

∫
{u(x)<0}×{u(y)≥0}

(u(y)− u(x))u(x)

|x− y|3+2s
dxdy

−
∫
{u(x)<0}×{u(y)<0}

(u(x)− u(y))2

|x− y|3+2s
dxdy ≤ 0.

(2.4)

From (2.3) and (2.4), we have∫ ∫
R6

(u(x)− u(y))(u−(x)− u−(y))

|x− y|3+2s
dxdy = 0,
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which leads to u− = 0, so, u ≥ 0 and u 6≡ 0. Similar argument to the proof of Proposition
4.4 in [38], we know that u ∈ C1,α for some α ∈ (0, 1). Then, by Lemma 3.2 in [16], we
have

(−∆)su(x) = −1

2
C(3, s)

∫
R3

u(x+ y) + u(x− y)− 2u(x)

|x− y|3+2s
dy, ∀x ∈ R3.

Next, we show that u > 0. Assume by contradiction that there exists x0 ∈ R3 such that
u(x0) = 0, then we can see that

(−∆)su(x0) = −1

2
C(3, s)

∫
R3

u(x0 + y) + u(x0 − y)

|x0 − y|3+2s
dy < 0,

since u ≥ 0 and u 6≡ 0. However, it is easy to see that

(−∆)su(x0) = −λV (x0)u(x0)− µ(φsu)(x0) + u(x0)p−2u(x0) = 0,

which gives a contradiction. Hence u > 0 for all x ∈ R3.

3. Proof of Theorems 1.1 and 1.2

In this section, we prove the existence and nonexistence of solutions to problem (1.1)
when V (x) satisfies the conditions (V1)− (V3). Since we do not impose the 4-superlinear
Ambrosetti-Rabinowtiz condition, the boundedness of the Cerami sequence becomes not
easy to obtain. A penalization problem is introduced to overcome this difficulty. More
precisely, we define a cut-off function ψ ∈ C1([0,∞),R) satisfying 0 ≤ ψ ≤ 1, ψ(t) = 1 if
0 ≤ t ≤ 1, ψ(t) = 0 if t ≥ 2, maxt>0 |ψ′(t)| ≤ 2 and ψ′(t) ≤ 0 for each t > 0.

Next, for T > 0, we consider the truncated functional JTλ,µ : Eλ → R defined by

JTλ,µ(u) =
1

2
‖u‖2λ +

µ

4
ψ

(
‖u‖2λ
T 2

)∫
R3

φsuu
2dx− 1

p

∫
R3

|u+|pdx. (3.1)

It is easy to check that JTλ,µ is well-defined, JTλ,µ ∈ C1(Eλ,R) and its differential is given
by

〈(JTλ,µ)′(u), v〉 =

∫
R3

((−∆)
s
2 u(−∆)

s
2 v + λV (x)uv)dx+ µψ

(
‖u‖2λ
T 2

)∫
R3

φsuuvdx

+
µ

2T 2
ψ′
(
‖u‖2λ
T 2

)∫
R3

((−∆)
s
2 u(−∆)

s
2 v + λV (x)uv)dx

∫
R3

φsuu
2dx

−
∫
R3

|u+|p−2u+vdx,

(3.2)

for all u, v ∈ Eλ. Clearly, if a Cerami sequence {un} of JTλ,µ satisfying ‖un‖λ ≤ T , then
{un} is also a Cerami sequence of Jλ,µ satisfying ‖un‖λ ≤ T .

Now we show that the functional JTλ,µ possesses a mountain pass geometry.

Lemma 3.1. Suppose that 2 < p < 4 and (V1) − (V3) hold. Then the functional JTλ,µ
satisfies the following conditions:
(i) for each T, µ > 0 and λ ≥ 1, there exists α, ρ > 0 (independent of T, λ and µ) such
that JTλ,µ(u) ≥ α for all u ∈ Eλ with ‖u‖λ = ρ;
(ii) there exists µ∗ > 0 such that for each T, λ > 0 and µ ∈ (0, µ∗), we have JTλ,µ(e0) < 0
for some e0 ∈ C∞0 (Ω) with ‖e0‖λ > ρ.
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Proof. (i) For all u ∈ Eλ, by using (2.1), we get

JTλ,µ(u) ≥ 1

2
‖u‖2λ −

1

p
Lpp‖u‖pλ,

where Lp > 0 is independent of T, µ and λ. Note that p > 2, the conclusion (i) follows by
choosing ρ > 0 sufficiently small.

(ii) Define the functional Jλ : Eλ → R by

Jλ(u) =
1

2
‖u‖2λ −

1

p

∫
R3

|u+|pdx.

Since 2 < p < 4, then (2.1) shows that Jλ is well-defined. Let e ∈ C∞0 (Ω) be a positive
smooth function, it is easy to see that

Jλ(te) =
t2

2

∫
Ω

|(−∆)
s
2 e|2dx− tp

p

∫
Ω

|e|pdx.

Since p > 2, we have Jλ(te) → −∞ as t → ∞. Hence, there exists e0 ∈ C∞0 (Ω) with
‖e0‖λ > ρ such that Jλ(e0) ≤ −1. By Lemma 2.1, we can see that

JTλ,µ(e0) = Jλ(e0) +
µ

4
ψ

(
‖e0‖2λ
T 2

)∫
R3

φse0e
2
0dx ≤ −1 +

µ

4
C|e0|4 12

3+2s
.

Then there exists µ∗ > 0 such that for each T, λ > 0 and µ ∈ (0, µ∗), we have JTλ,µ(e0) < 0
for some e0 ∈ C∞0 (Ω) with ‖e0‖λ > ρ.

Now, we define the mountain pass value

cTλ,µ = inf
γ∈Γ

max
t∈[0,1]

JTλ,µ(γ(t)),

where Γ = {γ ∈ C([0, 1], Eλ) : γ(0) = 0, γ(1) = e0}. From Lemma 2.2 and Lemma 3.1,
we know that for each T > 0, λ ≥ 1 and µ ∈ (0, µ∗), there exists a Cerami sequence
{un} ⊂ Eλ such that

JTλ,µ(un)→ cTλ,µ and (1 + ‖un‖λ)‖(JTλ,µ)′(un)‖E′
λ
→ 0. (3.3)

Moreover, cTλ,µ ≥ α > 0.
Next, we give an estimate on the upper bound of cTλ,µ.

Lemma 3.2. Suppose that 2 < p < 4 and (V1) − (V3) hold. Then for each T > 0, λ ≥ 1
and µ ∈ (0, µ∗), there exists M > 0 (independent of T, µ and λ) such that cTλ,µ ≤M .

Proof. For e0 ∈ C∞0 (Ω), by Lemma 2.1, it is easy to check that

JTλ,µ(te0) ≤ t2

2

∫
Ω

|(−∆)
s
2 e0|2dx+

µ∗t4

4
C

(∫
Ω

|e0|
12

3+2s dx

) 3+2s
3

− tp

p

∫
Ω

|e0|pdx,

which implies that there exists M > 0 (independent of T, µ and λ) such that

cTλ,µ ≤ max
t∈[0,1]

JTλ,µ(te0) ≤M.

Now, we show that for a given T > 0 properly, after passing to a subsequence, the
sequence {un} given by (3.3) is also a bounded Cerami sequence of Jλ,µ satisfying ‖un‖λ≤
T .

Lemma 3.3. Suppose that 2 < p < 4 and (V1)− (V3) hold, and let T =
√

2p(M+1)
p−2

. Then

there exists µ∗ ∈ (0, µ∗) such that for each λ ≥ 1 and µ ∈ (0, µ∗), if {un} ⊂ Eλ is a
sequence satisfying (3.3), then we have, up to a subsequence, ‖un‖λ ≤ T that is {un} is
also a Cerami sequence at level cTb,λ for Jλ,µ.
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Proof. Firstly, we prove that ‖un‖λ ≤
√

2T for n large enough. Assume by contradiction
that there exists a subsequence, still denoted by {un}, such that ‖un‖λ >

√
2T . From

(3.1), (3.2) and the definition of ψ, it is easy to see that

cTλ,µ = lim
n→∞

(
JTλ,µ(un)− 1

p
〈(JTλ,µ)′(un), un〉

)
= lim
n→∞

[(
1

2
− 1

p
)‖un‖2λ − (

µ

p
− µ

4
)ψ

(
‖un‖2λ
T 2

)∫
R3

φsunu
2
ndx

− µ

2pT 2
ψ′
(
‖un‖2λ
T 2

)
‖un‖2λ

∫
R3

φsunu
2
ndx]

≥ p− 2

2p
2T 2 = 2

p− 2

2p

2p(M + 1)

p− 2
= 2(M + 1),

(3.4)

which gives a contradiction by Lemma 3.2. Therefore ‖un‖λ ≤
√

2T for n large enough.
Now, we show that ‖un‖λ ≤ T . Assume by contradiction that there exists a subse-

quence, still denoted by {un}, such that T < ‖un‖λ ≤
√

2T for n large enough. According
to the definition of ψ and Lemma 2.1, we can see that

cTλ,µ = lim
n→∞

(
JTλ,µ(un)− 1

p
〈(JTλ,µ)′(un), un〉

)
≥ lim inf

n→∞

(
(
1

2
− 1

p
)‖un‖2λ − (

µ

p
− µ

4
)CL4

12
3+2s
‖un‖4λ

)
≥ p− 2

2p

2p(M + 1)

p− 2
− 4− p

4p
µCL4

12
3+2s

16p2(M + 1)2

(p− 2)2

= M + 1− 4p(4− p)
(p− 2)2

µCL4
12

3+2s
(M + 1)2,

(3.5)

which implies a contradiction by choosing µ∗ > 0 small.
Next, we need to establish the following parameter-dependent compactness lemma,

which is crucial to prove our main result.

Lemma 3.4. Suppose that 2 < p < 4 and (V1)− (V3) hold, and let T =
√

2p(M+1)
p−2

. Then

there exists λ∗ > 1 such that for each µ ∈ (0, µ∗) and λ ∈ (λ∗,∞), if {un} ⊂ Eλ is a
sequence satisfying (3.3), then {un} has a convergent subsequence in Eλ.

Proof. From Lemma 3.3, we know that ‖un‖λ ≤ T . Up to a subsequence again, we may
assume that there exists u ∈ Eλ such that

un ⇀ u in Eλ, and

∫
R3

φsunu
2
ndx ≥

∫
R3

φsuu
2dx.

In view of J ′λ,µ(un)→ 0 and Lemma 2.1, we can see that∫
R3

(−∆)
s
2 u(−∆)

s
2 vdx+

∫
R3

λV (x)uvdx+ µ

∫
R3

φsuuvdx−
∫
R3

|u+|p−2u+vdx = 0, (3.6)

for all v ∈ Eλ. Taking v = u as test function in (3.6), we get

‖u‖2λ + µ

∫
R3

φsuu
2dx−

∫
R3

|u+|pdx = 0. (3.7)

Let vn := un − u. By (V2), we can obtain that

|vn|22 =

∫
R3\Vb

v2
ndx+

∫
Vb
v2
ndx ≤

1

λb
‖vn‖2λ + o(1). (3.8)



3148 L. Liu, H. Chen, & J. Yang

From (3.8), Hölder’s inequality and Sobolev inequality, we deduce that

|vn|p ≤ |vn|θ2|vn|1−θ2∗s
≤ d0|vn|θ2|(−∆)

s
2 vn|1−θ2

≤ d0(λb)−
θ
2 ‖vn‖θλ|(−∆)

s
2 vn|1−θ2 + o(1)

≤ d0(λb)−
θ
2 ‖vn‖θλ‖vn‖1−θλ + o(1)

= d0(λb)−
θ
2 ‖vn‖λ + o(1),

(3.9)

where θ satisfies that 1
p

= θ
2

+ 1−θ
2∗s

, θ ∈ (0, 1) and the constant d0 > 0 is independent of µ

and λ. By (2.1), (3.7) and (3.9), we have

o(1) = 〈J ′λ,µ(un), un〉 −
[
‖u‖2λ + µ

∫
R3

φsuu
2dx−

∫
R3

|u+|pdx
]

= ‖un‖2λ + µ

∫
R3

φsunu
2
ndx−

∫
R3

|u+
n |pdx− ‖u‖2λ − µ

∫
R3

φsuu
2dx+

∫
R3

|u+|pdx

≥ ‖vn‖2λ − |v+
n |pp + o(1)

≥ ‖vn‖2λ − |vn|p−2
p |vn|2p + o(1)

≥ ‖vn‖2λ − (2LpT )p−2d2
0(λb)−θ‖vn‖2λ + o(1)

≥ [1− (2LpT )p−2d2
0(λb)−θ]‖vn‖2λ + o(1).

Therefore, there exists λ∗ > 1 such that vn → 0 in Eλ for all λ > λ∗.

Proof of Theorem 1.1. Let T be Defined as in Lemma 3.3. Form Lemma 2.2 and
Lemma 3.1, we know that there exists µ∗ > 0 such that for λ ≥ 1 and µ ∈ (0, µ∗), JTλ,µ
possesses a Cerami sequence {un} ⊂ Eλ at mountain pass level cTλ,µ. By using Lemma 3.2
and Lemma 3.3, it is easy to see that there exists µ∗ ∈ (0, µ∗) such that for λ ≥ 1 and
µ ∈ (0, µ∗), {un} is also a Cerami sequence at level cTλ,µ for Jλ,µ satisfying ‖un‖λ ≤ T ,
that is

sup
n∈N
‖un‖λ ≤ T, Jλ,µ(un)→ cTλ,µ and (1 + ‖un‖λ)‖J ′λ,µ(un)‖E′

λ
→ 0.

By applying Lemma 3.4, we get that there exists λ∗ > 1 such that for each µ ∈ (0, µ∗) and
λ ∈ (λ∗,∞), then {un} has a convergent subsequence in Eλ. We assume that un → uλ,µ
as n→∞, then we have

‖uλ,µ‖λ ≤ T, Jλ,µ(uλ,µ) = cTλ,µ and J ′λ,µ(uλ,µ) = 0.

Consequently, Lemma 2.4 shows that uλ,µ is a positive solution of problem (1.1). Finally,
by using 〈J ′λ,µ(uλ,µ), uλ,µ〉 and uλ,µ 6= 0, we can see that

‖uλ,µ‖2λ ≤ |u+
λ,µ|

p
p ≤ Lpp‖uλ,µ‖pλ,

which implies that there exists τ > 0 (independent of µ and λ) such that ‖uλ,µ‖λ ≥ τ .

Now, we will prove the nonexistence of nontrivial solutions to problem (1.1) when λ
and µ are large enough.

Proof of Theorem 1.2. Suppose that (u, φ) ∈ Eλ × Ds,2(R3) is a solution of (1.1).
Multiplying the first equation of (1.1) by u and integrate over R3, we can obtain that∫

R3

(|(−∆)
s
2 u|2 + λV (x)u2)dx+ µ

∫
R3

φu2dx−
∫
R3

|u|pdx = 0. (3.10)

Multiplying the first equation of (1.1) by φ and integrate over R3, by using Plancherel
Theorem and φ = φ, we get∫

R3

φu2dx =

∫
R3

(−∆)sφφdx =

∫
R3

(|ξ|2sφ̂)φ̂dξ =

∫
R3

|(−∆)
s
2 φ|2dx. (3.11)
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Multiplying the first equation of (1.1) by |u|, and using the element fact that z1z2 +z1z2 ≤
|z1|2 + |z2|2 if z1z2 = z1z2 for any z1, z2 ∈ C, we have∫

R3

|u|3dx =

∫
R3

(−∆)sφ|u|dx =

∫
R3

|ξ|2sφ̂|̂u|dξ

=

∫
R3

(
√

2µ|ξ|sφ̂)(
1√
2µ
|ξ|s |̂u|)dξ

=
1

2

∫
R3

[(
√

2µ|ξ|sφ̂)(
1√
2µ
|ξ|s |̂u|) + (

√
2µ|ξ|s |̂φ|)( 1√

2µ
|ξ|s |̂u|)]dξ

≤ 1

2

(∫
R3

(
√

2µ|ξ|sφ̂)2dξ +

∫
R3

(
1√
2µ
|ξ|s |̂u|)2dξ

)
=

1

4µ

∫
R3

|(−∆)
s
2 u|2dx+ µ

∫
R3

|(−∆)
s
2 φ|2dx

=
1

4µ

∫
R3

|(−∆)
s
2 u|2dx+ µ

∫
R3

φu2dx.

(3.12)

If p = 3, for λ > 0 and µ > 1
4
, from (3.10) and (3.12), we have

0 =

∫
R3

(|(−∆)
s
2 u|2 + λV (x)u2)dx+ µ

∫
R3

φu2dx−
∫
R3

|u|3dx

≥ (1− 1

4µ
)

∫
R3

|(−∆)
s
2 u|2dx,

which implies that u ≡ 0.
If 2 < p < 3, for λ > 1

b
and µ ≥ 1

4

1−|Vb|
2∗s−2

2∗s S−1
s

 , from (3.10) and (3.12), we have

0 =

∫
R3

(|(−∆)
s
2 u|2 + λV (x)u2)dx+ µ

∫
R3

φu2dx−
∫
R3

|u|pdx

≥ (1− 1

4µ
)

∫
R3

|(−∆)
s
2 u|2dx+

∫
R3\Vb

u2dx+

∫
R3

|u|3dx−
∫
R3

|u|pdx

≥
(

1− 1

4µ
− |Vb|

2∗s−2

2∗s S−1
s

)∫
R3

|(−∆)
s
2 u|2dx+

∫
R3

u2dx+

∫
R3

|u|3dx−
∫
R3

|u|pdx

≥
∫
R3

(|u|3 + u2 − |u|p)dx.

Since the function t2 + t3 − tp for 2 < p < 3 is nonnegative for all t > 0. Hence, u ≡ 0.

4. Proof of Theorem 1.3

In this section, we study the decay rate of the positive solutions for (1.1) at infinity. For
this purpose, we always assume that for each λ ∈ (λ∗,∞) and µ ∈ (0, µ∗), uλ,µ is the
positive solution of (1.1) obtained by Theorem 1.1. Firstly, let us give an important
estimate involving the L∞-norm of uλ,µ under the assumptions of Theorem 1.3.

Lemma 4.1. Under the assumptions of Theorem 1.3, the positive solution uλ,µ ∈ L∞(R3)∩
C1,α(R3) for some α < 2s− 1, and there exists C0 > 0 such that

|uλ,µ|∞ ≤ C0, for all µ and λ.

Moreover,
lim
|x|→∞

uλ,µ(x) = 0.
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Proof. For β ≥ 1 and T̂ > 0, we define

ϕ(t) =


0, t ≤ 0,

tβ , 0 < t < T̂ ,

βT̂ β−1(t− T̂ ) + T̂ β , t ≥ T̂ .

Clearly, ϕ is convex and Lipschitz continuous, then we have

(−∆)sϕ(uλ,µ) ≤ ϕ′(uλ,µ)(−∆)suλ,µ, (4.1)

in the weak sense. By direct computation, we have∫
R3

|(−∆)
s
2ϕ(uλ,µ)|2dx =

∫ ∫
R6

|ϕ(uλ,µ)(x)− ϕ(uλ,µ)(y)|2

|x− y|3+2s
dxdy

≤ βT̂ β−1

∫ ∫
R6

|uλ,µ(x)− uλ,µ(y)|2

|x− y|3+2s
dxdy

< +∞,

which implies that ϕ(uλ,µ) ∈ Ds,2(R3). By using Sobolev inequality, (V1), (4.1) and
integrating by parts, we can deduce that

|ϕ(uλ,µ)|22∗s ≤ S
−1
s

∫
R3

|(−∆)
s
2ϕ(uλ,µ)|2dx

= S−1
s

∫
R3

ϕ(uλ,µ)(−∆)sϕ(uλ,µ)dx

≤ S−1
s

∫
R3

ϕ(uλ,µ)ϕ′(uλ,µ)(−∆)suλ,µdx

= S−1
s

∫
R3

ϕ(uλ,µ)ϕ′(uλ,µ)[−λV (x)uλ,µ − µφuλ,µuλ,µ + |u+
λ,µ|

p−2u+
λ,µ]dx

≤ C1

∫
R3

ϕ(uλ,µ)ϕ′(uλ,µ)(1 + u
2∗s−1

λ,µ )dx

= C1

(∫
R3

ϕ(uλ,µ)ϕ′(uλ,µ)dx+

∫
R3

ϕ(uλ,µ)ϕ′(uλ,µ)u
2∗s−1

λ,µ dx

)
,

where C1 > 0 independent of µ, λ and β. Now by using the fact that

ϕ′(uλ,µ)ϕ(uλ,µ) ≤ βu2β−1
λ,µ and uλ,µϕ

′(uλ,µ) ≤ βϕ(uλ,µ),

we can see that

|ϕ(uλ,µ)|22∗s ≤ C1β

(∫
R3

u2β−1
λ,µ dx+

∫
R3

(ϕ(uλ,µ))2u
2∗s−2

λ,µ dx

)
. (4.2)

By direct computation, we can obtain that∫
R3

(ϕ(uλ,µ))2u
2∗s−2

λ,µ dx =

∫
{uλ,µ≤T̂}

(ϕ(uλ,µ))2u
2∗s−2

λ,µ dx+

∫
{uλ,µ>T̂}

(ϕ(uλ,µ))2u
2∗s−2

λ,µ dx

≤ T̂ 2β−2

∫
R3

u
2∗s
λ,µdx+ C

∫
R3

u
2∗s
λ,µdx < +∞,

where we have used that β ≥ 1 and that ϕ(uλ,µ) is linear when uλ,µ ≥ T̂ . Then, the above

inequality shows that
∫
R3(ϕ(uλ,µ))2u

2∗s−2

λ,µ dx is well defined for every T̂ .
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Now, we choose β in (4.2) such that 2β − 1 = 2∗s and let

β1 =
2∗s + 1

2
.

Let R > 0 be fixed later, by using Hölder’s inequality, we can get that∫
R3

(ϕ(uλ,µ))2u
2∗s−2

λ,µ dx =

∫
{uλ,µ≤R}

(ϕ(uλ,µ))2u
2∗s−2

λ,µ dx+

∫
{uλ,µ>R}

(ϕ(uλ,µ))2u
2∗s−2

λ,µ dx

≤ R2∗s−1

∫
{uλ,µ≤R}

(ϕ(uλ,µ))2

uλ,µ
dx

+

(∫
{uλ,µ>R}

u
2∗s
λ,µdx

) 2∗s−2

2∗s
(∫

R3

(ϕ(uλ,µ))2∗sdx

) 2
2∗s
.

(4.3)

Since uλ,µ is bounded in Eλ, so we can choose R sufficiently large such that

(∫
{uλ,µ>R}

u
2∗s
λ,µdx

) 2∗s−2

2∗s

≤ 1

2C1β1
. (4.4)

From (4.2)–(4.4), it is easy to check that(∫
R3

(ϕ(uλ,µ))2∗sdx

) 2
2∗s ≤ 2C1β1

(∫
R3

u
2∗s
λ,µdx+R2∗s−1

∫
R3

(ϕ(uλ,µ))2

uλ,µ
dx

)
. (4.5)

Then, by using ϕ(uλ,µ) ≤ uβ1λ,µ and let T̂ →∞, we deduce that(∫
R3

u
2∗sβ1
λ,µ dx

) 2
2∗s ≤ 2C1β1

(∫
R3

u
2∗s
λ,µdx+R2∗s−1

∫
R3

u
2∗s
λ,µdx

)
<∞,

which implies that
uλ,µ ∈ L2∗sβ1(R3). (4.6)

Now we suppose β > β1. Thus, by using ϕ(uλ,µ) ≤ uβλ,µ, (4.2) and taking T̂ → ∞, we
have (∫

R3

u
2∗sβ
λ,µ dx

) 2
2∗s ≤ C1β

(∫
R3

u2β−1
λ,µ dx+

∫
R3

u
2β+2∗s−2

λ,µ dx

)
. (4.7)

Let
u2β−1
λ,µ = ulλ,µu

k
λ,µ,

where l =
2∗s(2∗s−1)

2(β−1)
and k = 2β − 1 − l. Moreover, β > β1 implies that 0 < l, k < 2∗s , by

using Young’s inequality with exponents

r =
2∗s
l

and r′ =
2∗s

2∗s − l
,

we can deduce that∫
R3

u2β−1
λ,µ dx ≤ l

2∗s

∫
R3

u
2∗s
λ,µdx+

2∗s − l
2∗s

∫
R3

u

2∗sk
2∗s−l
λ,µ dx

≤
∫
R3

u
2∗s
λ,µdx+

∫
R3

u
2β+2∗s−2

λ,µ dx

≤ C
(

1 +

∫
R3

u
2β+2∗s−2

λ,µ dx

)
.

(4.8)
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From (4.7) and (4.8), we can see that(∫
R3

u
2∗sβ
λ,µ dx

) 2
2∗s ≤ Cβ

(
1 +

∫
R3

u
2β+2∗s−2

λ,µ dx

)
. (4.9)

Consequently, we have(
1 +

∫
R3

u
2∗sβ
λ,µ dx

) 1
2∗s (β−1)

≤ (Cβ)
1

2(β−1)

(
1 +

∫
R3

u
2β+2∗s−2

λ,µ dx

) 1
2(β−1)

. (4.10)

Iterating this argument, we obtain(
1 +

∫
R3

u
2∗sβi+1

λ,µ dx

) 1
2∗s (βi+1−1)

≤ (Cβi+1)
1

2(βi+1−1)

(
1 +

∫
R3

u
2∗sβi
λ,µ dx

) 1
2(βi−1)

, (4.11)

where

2βi+1 + 2∗s − 2 = 2∗sβi and βi+1 = (
2∗s
2

)i(βi − 1) + 1.

Denoting Ci+1 = Cβi+1 and

Ki =

(
1 +

∫
R3

u
2∗sβi
λ,µ dx

) 1
2∗s (βi−1)

.

We can see that there exists a constant C2 > 0 independent of i , such that

Ki+1 ≤ Πi+1
i=2C

1
2(βi−1)

i K1 ≤ C2K1.

Hence, we can obtain that

|uλ,µ|∞ ≤ C0, for all µ and λ.

From (4.6) and (4.7), we have

|uλ,µ|∞ ≤ C
(∫

R3

u
2∗s
λ,µdx+

∫
R3

u
2∗sβ1
λ,µ dx

) 1
2∗s (β1−1)

≤ C

[(∫
R3

u
2∗s
λ,µdx

) 1
2∗s (β1−1)

+

(∫
R3

u
2∗s
λ,µdx

) 1
2(β1−1)

]
,

where C > 0 independent of uλ,µ and β1 =
2∗s+1

2
. This yields ub,λ ∈ Lr(R3) for all

r ∈ [2,+∞]. Moreover, V (x) ∈ L∞(R3) and φsuλ,µ ∈ L∞(R3). Hence, according to

Proposition 2.9 in [34], we can get uλ,µ ∈ C1,α(R3) for all α < 2s − 1 when 3
4
< s < 1.

Finally, the fact uλ,µ ∈ Lr(R3)∩C1,α for all 2 ≤ r ≤ ∞ implies that lim|x|→∞ uλ,µ(x) = 0.

Next, we give the proof of Theorem 1.3.

Proof of Theorem 1.3. By Lemma 4.3 in [19], there exists a function w such that

0 < w ≤ C

1 + |x|3+2s
, (4.12)

and

(−∆)sw +
1

2
w = 0, in R3\BR1(0), (4.13)

for some suitable R1 > 0. By direct computation, we can see that

(−∆)suλ,µ +
1

2
uλ,µ = −λV (x)uλ,µ − µφsuλ,µuλ,µ + |uλ,µ|p−2uλ,µ +

1

2
uλ,µ

≤ |uλ,µ|p−2uλ,µ − λV (x)uλ,µ +
1

2
uλ,µ.

(4.14)
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From (V ′2 ), there exists R2 > 0 such that Vb ⊂ BR2(0) and so

V (x) ≥ b, for |x| ≥ R2. (4.15)

By (4.14), (4.15) and Lemma 4.1, we can obtain that

(−∆)suλ,µ +
1

2
uλ,µ ≤ ub,λ(Cp−2

0 − λb+
1

2
). (4.16)

Hence, there exists Λ∗ > λ∗ > 1 large such that λ ∈ (Λ∗,∞), we have

(−∆)suλ,µ +
1

2
uλ,µ ≤ 0, (4.17)

for |x| ≥ R2.
Let R3 = max{R1, R2} and set

γ := inf
BR3

(0)
w > 0 and wλ,µ = (k + 1)w − γuλ,µ, (4.18)

where k = sup |uλ,µ|∞ < ∞. Now, we show that wλ,µ ≥ 0 in R3. In fact, suppose by
contradiction that there exists a sequence xj such that

inf
x∈R3

wλ,µ(x) = lim
j→∞

wλ,µ(xj) < 0. (4.19)

By Lemma 4.1 and (4.12), we know that

lim
|x|→∞

w(x) = lim
|x|→∞

uλ,µ(x) = 0,

then (4.18) shows that
lim
|x|→∞

wλ,µ(x) = 0. (4.20)

Putting together (4.19) and (4.20), we can see that {xj} is bounded and therefore, up to a
subsequence, we may suppose that xj → x∗ for some x∗ ∈ R3 as j →∞. By using (4.19),
we get that

inf
x∈R3

wλ,µ(x) = wλ,µ(x∗) < 0. (4.21)

Hence, from the minimality property of x∗ and the integral representation of the fractional
Laplace of wλ,µ at the point x∗, we deduce that

(−∆)swλ,µ(x∗) =
C3,s

2

∫
R3

2wλ,µ(x∗)− wλ,µ(x∗ + y)− wλ,µ(x∗ − y)

|y|3+2s
dy ≤ 0. (4.22)

By (4.18), we can obtain that

wλ,µ(x) ≥ kγ + w − kγ > 0, in BR3(0),

then, (4.19) shows that
x∗ ∈ R3\BR3(0). (4.23)

Putting together (4.12), (4.13), (4.17) and (4.18), we have

(−∆)swλ,µ +
1

2
wλ,µ ≥ 0, in R3\BR3(0). (4.24)

So, by (4.21)–(4.24), we can see that

0 ≤ (−∆)swλ,µ(x∗) +
1

2
wλ,µ(x∗) < 0,

which is a contradiction, then wλ,µ ≥ 0 in R3. Therefore, from (4.12), we have

uλ,µ ≤ (k + 1)γ−1w ≤ C

1 + |x|3+2s
.



3154 L. Liu, H. Chen, & J. Yang

5. Proofs of Theorems 1.4, 1.5 and 1.6

In the last section, we study the asymptotic behavior of positive solutions for (1.1) and
give the proofs of Theorems 1.4, 1.5 and 1.6.

Proof of Theorem 1.4. Let µ ∈ (0, µ∗) be fixed, then for any sequence λn → ∞, let
un := uλn,µ be the positive solution of (1.1) obtained by Theorem 1.1. By (1.3), we know
that

0 < τ ≤ ‖un‖λn ≤ T for all n. (5.1)

Up to a subsequence, we may assume that there exists uµ ∈ E such that
un ⇀ uµ, in E,

un → uµ, in Ltloc(R3) for t ∈ [2, 2∗s),

un → uµ, a.e. on R3.

(5.2)

From (5.1), (5.2) and Fatou’s Lemma, it follows that∫
R3

V (x)u2
µdx ≤ lim inf

n→∞

∫
R3

V (x)u2
ndx ≤ lim inf

n→∞

‖un‖λn
λn

= 0,

which implies that uµ = 0 a.e. in R3\V −1(0). Hence, the condition (V3) shows that
uµ ∈ Hs

0(Ω).

Next, we show that un → uµ in Lt(R3) for t ∈ (2, 2∗s). If not, by Lemma 2.3, we can
get that there exist δ, r > 0 and xn ∈ R3 such that∫

Br(xn)

(un − uµ)2dx ≥ δ,

which implies that |xn| → ∞, then |Br(xn)∩Vb| → 0. Hence, by using Hölder’s inequality,
it is easy to check that ∫

Br(xn)∩Vb
(un − uµ)2dx→ 0.

Hence

‖un‖2λn ≥ λnb
∫
Br(xn)∩{V≥b}

u2
ndx = λnb

∫
Br(xn)∩{V≥b}

(un − uµ)2dx

= λnb

(∫
Br(xn)

(un − uµ)2dx−
∫
Br(xn)∩Vb

(un − uµ)2dx

)
→∞,

which contradicts (5.1).

Now, we show that un → uµ in E. Using 〈J ′λn,µ(un), un〉 = 〈J ′λn,µ(un), uµ〉 = 0, we
can obtain that

‖un‖2λn + µ

∫
R3

φsunu
2
ndx = |u+

n |pp, (5.3)

and

‖uµ‖2 + µ

∫
R3

φsuµu
2
µdx = |u+

n |pp + o(1). (5.4)

By (5.2) and Fatou’s Lemma, after passing to subsequence, we get

lim
n→∞

∫
R3

φsunu
2
ndx ≥

∫
R3

φsuµu
2
µdx. (5.5)
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From (5.3)–(5.5), it follows that

lim
n→∞

‖un‖2λn ≤ ‖uµ‖
2.

It follows from the weakly lower semi-continuity of norm that

‖uµ‖2 ≤ lim inf
n→∞

‖un‖2 ≤ lim sup
n→∞

‖un‖2 ≤ lim
n→∞

‖un‖2λn ≤ ‖uµ‖
2, (5.6)

which implies that un → uµ in E.
Finally, we prove that uµ is a positive solution of (1.4). For any v ∈ C∞0 (Ω), by using

〈J ′λn,µ(un), v〉 = 0, we can see that∫
Ω

(−∆)
s
2 uµ(−∆)

s
2 vdx+ µ

∫
Ω

φsuµuµvdx =

∫
Ω

|u+
µ |p−2u+

µ vdx,

which implies that uµ is a nonnegative solution of (1.4) by the density of C∞0 (Ω) in Hs
0(Ω).

Moreover, by (5.1) and (5.6), we can see that

‖uµ‖ = lim
n→∞

‖un‖λn ≥ τ > 0,

which implies that uµ 6= 0. Similar to the proof Lemma 2.4, we obtain uµ > 0 in R3 and
and this ends the proof of Theorem 1.4.

Proof of Theorem 1.5. Let λ ∈ (λ∗,∞) be fixed, then for any sequence µn → 0, let
un := uλ,µn be the positive solution of (1.1) obtained by Theorem 1.1. By (1.3), we known
that

0 < τ ≤ ‖un‖λ ≤ T for all n. (5.7)

Up to a subsequence, we may assume that

un ⇀ uλ in Eλ. (5.8)

By J ′λ,µn(un) = 0 and Lemma 3.4, we can obtain that un → uλ in Eλ.
we prove that uλ is a positive solution of (1.5). For any v ∈ Eλ, by using 〈J ′λ,µn(un), v〉 =

0, we can see that∫
R3

((−∆)
s
2 uλ(−∆)

s
2 v + λV (x)uλv)dx =

∫
R3

|u+
λ |
p−2u+

λ vdx,

which implies that uλ is a nonnegative solution of (1.5). Moreover, (5.7) shows that uλ 6= 0.
Finally, similar to the proof Lemma 2.4, we obtain uλ > 0 in R3 and this ends the proof
of Theorem 1.5.

Proof of Theorem 1.6. We can proceed exactly as in the proof of Theorem 1.4 and
omit the details.
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[7] S. Y. A. Chang and M. González, Fractional Laplacian in conformal geometry, Adv.
Math., 2011, 226(2), 1410–1432.

[8] G. M. Coclite, A multiplicity result for the nonlinear Schrödinger-Maxwell equations,
Commun. Appl. Anal., 2003, 7(3), 417–423.

[9] G. Cerami and G. Vaira, Positive solutions for some non-autonomous Schrödinger-
Poisson systems, J. Differential Equations, 2010, 248(3), 521–543.

[10] S. Chen, A. Fiscella, P. Pucci and X. Tang, Semiclassical ground state solutions for
critical Schrödinger-Poisson systems with lower perturbations, J. Differential Equa-
tions, 2020, 268(6), 2672–2716.

[11] G. Che and H. Chen, Multiplicity and concentration of solutions for a fractional
Schrödinger-Poisson system with sign-changing potential, Appl. Anal., 2023, 102(1),
253–274.

[12] Y. Deren, C. Tugba and A. Ravi, Existence criteria of positive solutions for fractional
p-Laplacian boundary value problems, Filomat, 2020, 34(11), 3789–3799.

[13] T. D’Aprile and D. Mugnai, Non-existence results for the coupled Klein-Gordon-
Maxwell equations, Adv. Nonlinear Stud., 2004, 4(3), 307–322.

[14] T. D’Aprile and J. Wei, On bound states concentrating on spheres for the Maxwell-
Schrödinger equation, SIAM J. Math. Anal., 2005, 37(1), 321–342.

[15] P. d’Avenia, Non-radially symmetric solution of the nonlinear Schrödinger equation
coupled with Maxwell equations, Adv. Nonlinear Stud., 2002, 2(2), 177–192.

[16] E. Di Nezza, G. Palatucci and E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev
spaces, Bull. Sci. Math., 2012, 136(5), 521–573.

[17] M. Du, L. Tian, J. Wang and F. Zhang, Existence and asymptotic behavior of solutions
for nonlinear Schrödinger-Poisson systems with steep potential well, J. Math. Phys.,
2016, 57(3), 257–274.

[18] I. Ekeland, Convexity Methods in Hamiltonian mechanics, Springer, Berlin, 1990.

[19] P. Felmer, A. Quaas and J. Tan, Positive solutions of the nonlinear Schrödinger
equation with the fractional Laplacian, Proc. Roy. Soc. Edinburgh Sect. A, 2012,
142(6), 1237–1262.

[20] Z. Feng and Y. Su, Lions-type Theorem of the Fractional Laplacian and Applications,
Dyn. Partial Differ. Equ., 2021, 18(3), 211–230.

[21] L. Jeanjean and S. Le Coz, An existence and stability result for standing waves of
nonlinear Schrödinger equations, Adv. Differential Equations, 2006, 11(7), 813–840.

[22] C. E. A Jose, C. Rodrigo and F. Diego, Existence of infinitely many small solutions for
sublinear fractional Kirchhoff-Schrödinger-Poisson systems, Electron. J. Differential
Equations, 2019, 2019(13), 1–18.

[23] Y. Jia, Y. Gao and G. Zhang, Solutions for the Kirchhoff type equations with fractional
Laplacian, J. Appl. Anal. Comput., 2020, 10(6), 2704–2710.

[24] H. Kikuchi, Existence and stability of standing waves for Schrödinger-Poisson-Slater
equation, Adv. Nonlinear Stud., 2007, 7(3), 403–437.

[25] N. Laskin, Fractional quantum mechanics and Lévy path integrals, Phys. Lett. A,
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