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PARAMETER-UNIFORM
SUPERCONVERGENCE OF MULTISCALE

COMPUTATION FOR SINGULAR
PERTURBATION EXHIBITING TWIN

BOUNDARY LAYERS∗

Shan Jiang1,†, Xiao Ding1 and Meiling Sun2

Abstract We propose a multiscale finite element scheme on a graded mesh
for solving a singularly perturbed convection-diffusion problem efficiently. Twin
boundary layers phenomena are shown in the one-dimensional model, and an
adaptively graded mesh is applied to probe the twin boundary jumps. We
evoke an updated multiscale strategy through the multiscale basis functions in
a linear Lagrange style. Detailed mapping behaviors are investigated on fine as
well as on coarse scales, thus incorporating information at the micro-scale into
the macroscopic data. High-order stability theorems in an energy norm of mul-
tiscale errors are addressed. Our approach can achieve a parameter-uniform
superconvergence with limited computational costs on the coarse graded mesh.
Numerical results support the high-order convergence theorem and validate the
advantages over other prevalent methods in the literature, especially for the
singular perturbation with very small parameters. The proposed method is
twin boundary layers resolving as well as parameter uniform superconvergent.

Keywords Singularly perturbed problem, adaptive mesh, multiscale finite
element method, superconvergence, mapping matrix.
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1. Introduction

Singular perturbation problems are encountered in many fields like fluid dynamics,
quantum mechanics, turbulent waves, biochemical reactors, magneto-hydrodynamic
flows, and optimal control. The differential equations have small perturbation pa-
rameters, which always appear as the coefficient in the highest-order term. Due
to the existence of small parameters, the problem would exhibit a so-called bound-
ary layer phenomenon, which means although the solution is bounded, it involves
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extremely large derivatives in certain thin layers near the domain boundary. It is
important to study these problems to understand the interaction between convec-
tion and diffusion.

Robust approaches have been analyzed the behavior of singular perturbations,
such as the finite element method [2, 4, 10, 22, 25, 33], finite difference method [5,
15,27,28], B-spline collocation method [20,21,26], reproducing kernel method [13],
asymptotic expansion method [32], local discontinuous Galerkin method [6–8], and
the multiscale method [9,16,17]. Discretization was used on a class of layer-adapted
meshes [1, 24, 29, 30] and on hybrid meshes [25] to address the proper status of the
boundary layers. Combined with an appropriate method, they are conducive to
solving the simulation dilemma in the singular perturbation problems. For instance,
a convection-reaction-diffusion equation is studied by the standard bilinear finite
elements on Duran-Lombardi and Duran-Shishkin meshes in Brdar et al. [3], and
the first-order error estimate in an energy norm was proved. Sharma et al. [31] have
reviewed the literature from 1970 and 2011 on numerical and asymptotic analysis
for problems with turning points and interior layers. As for the twin boundary
layers, [13, 19, 20, 27] provide many enlightening insights. Such as Natesan et al.
[27] applied a classical upwind difference scheme on a piecewise Shishkin mesh to
resolve the solution decomposition. However, we know that there is still much room
for improvement in terms of accuracy and efficiency. Kadalbajoo and Gupta [20]
presented a cubic B-spline collocation on the Shishkin mesh. In comparison, our
work shows that just a linear Lagrange style basis function would outperform it in
terms of accuracy.

In recent works, Kumar [23] offered a quintic B-spline collocation method with
a parameter-uniform result, which is a nice contrast to our study. Gupta et al. [15]
proposed another parameter-uniform, high order, finite difference scheme for a
time-dependent parabolic problem with two small parameters. Kaushik et al.
[22] generated a graded mesh from some implicit functions and used a high-order
FEM to achieve the high-order convergence. Brdar et al. [1] solved a convection-
diffusion equation using FEM and SDFEM with bilinear elements on a graded
mesh to attain superconvergence. Cheng et al. [8] verified the convergent order of
(N−1 max |ψ′|)k+1/2 energy norm on the Bakhvalov-Shishkin mesh and Bakhvalov-
type mesh. Cheng, Jiang, and Stynes [7] derived a supercloseness result for a
singularly perturbed convection-diffusion problem using the LDG method on three
layer-adapted meshes and the local Gauss-Radau projection. Furthermore, they
presented a delicate argument to establish a superconvergence of O(N−(k+1)) in the
energy norm error. These works suggest that highly efficient multiscale strategies
could be devised on an updated graded mesh to achieve superconvergence. Govin-
darao and Mohapatra [14] reported a numerical scheme to solve a parabolic-elliptic
mixed type problem. Both boundary and interior layers appeared in the spatial vari-
able in their solution. The implicit Euler scheme and the Crank-Nicolson scheme
on a uniform mesh were used for time-stepping, while the central difference scheme
and a hybrid scheme on Shishkin-type meshes were used for spatial discretization.
We have addressed multiscale computation for singularly perturbed 1D and 2D
problems in our previous publications [16–18]. Elmahdi and Huang [12] presented
a linearized alternating direction implicit scheme for 2D time-space fractional non-
linear diffusion-wave equation and discussed its unconditional stability.
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In this paper, a singularly perturbed convection-diffusion problem is consideredLu := −εu′′(x) + b(x)u′(x) + c(x)u(x) = f(x), in Ω = (0, 1),

u(0) = u0, u(1) = u1,
(1.1)

where ε is a small positive parameter, b(x) and c(x) are coefficients, and f(x) is the
source term. These are all sufficiently regular functions with properties

|b(x)| ≥ 2β > 0, c(x) ≥ 0, c(x)− 1

2
b′(x) ≥ c0 > 0, ∀x ∈ Ω̄ = [0, 1].

Then b(0) < 0 and b(1) > 0, twin boundary layers at x = 0, 1 are expected as it is
known from the non-turning point problem.

The solution u(x) and its k-th order of derivative satisfies the following relation

|u(k)(x)| ≤ C(1 + ε−k · e(x, β, ε)), k = 0, 1, · · · , q ∈ N, (1.2)

where e(x, β, ε) = exp−
βx
ε + exp−

β(1−x)
ε . For a small parameter 0 < ε << 1, u(x)

may show boundary layers phenomena at the twin boundaries near both the left
and right endpoint x = 0 and/or x = 1.

The characteristic equation for (1.1) is −ελ2(x) + b(x)λ(x) + c(x) = 0, and its
real roots λ1(x) < 0, λ2(x) > 0. Denote that

µ1 = − max
x∈[0,1]

λ1(x),

µ2 = min
x∈[0,1]

λ2(x).

Then

µ1 = min
x∈[0,1]

−b(x) +
√
b2(x) + 4εc(x)

2ε
, (1.3)

µ2 = min
x∈[0,1]

b(x) +
√
b2(x) + 4εc(x)

2ε
. (1.4)

The values µ1 and µ2 determine the decay of boundary layers. Except the normal
scale O(1), they are expressed as the characteristic scale O( 1

ε ).
In the singular perturbation, the solution possesses a multiscale nature, present-

ing rapid variations in narrow regions close to both the left and right boundaries.
The multiscale nature of u(x) could be explored in the scale decompositions. That
is, an inner smooth component S(x) and two singular components E1(x) and E2(x)
read

u(x) = S(x) + E1(x) + E2(x) = S(x) + E(x). (1.5)

Lemma 1.1. [6] If b(x), c(x), f(x) ∈ Ck+2(Ω̄), where k ∈ N+ and let p ∈ (0, 1) be
arbitrary. Then the derivatives of decomposition (1.5) are bounded,

|S(k)(x)| ≤ C,

|E(k)
1 (x)| ≤ Cµk1 exp−pµ1x,

|E(k)
2 (x)| ≤ Cµk2 exp−pµ2(1−x) .
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We are inclined to pursue the optimal approximation of the solution and its
derivatives, especially in the singular component E(x).

As for a bilinear form

a(u, v) = ε(u′, v′) + (bu′ + cu, v), (1.6)

and an inner product

(f, v) =

∫
Ω

fvdx, (1.7)

thus a variational formulation of (1.1) is to find a trial function u ∈ H1(Ω) such
that

a(u, v) = (f, v), for ∀v ∈ H1
0 (Ω), (1.8)

where v is a test function.
As usual, standard Sobolev spaces Wm,p(Ω), Lp(Ω) = W 0,p(Ω), Hm(Ω) =

Wm,2(Ω), Hm
0 (Ω) are used, and (·, ·) is used for a L2(Ω) inner product. Related

norm and seminorm are ‖ · ‖m,p,Ω and | · |m,p,Ω, respectively defined on Wm,p(Ω).
A simplification is ‖ · ‖m = ‖ · ‖m,2,Ω and | · |m = | · |m,2,Ω, for the case p = 2. We
introduce an ε-weighted energy norm as

‖ · ‖2ε = ‖ · ‖20 + ε‖ · ‖21. (1.9)

It is used to testify errors between the exact solution and its numerical solution.
Throughout the paper, C indicates a generic independent constant.

This paper is characterized by the features: 1. The key feature of our work is
the accuracy and efficiency of the multiscale finite element scheme for the singular
perturbation problem achieved using the multiscale basis functions in the local
problems for investigating the micro-scale boundary regions. The delicate mapping
behavior between the fine scales and the coarse ones is presented and a reduced
algebraic system is solved on the coarse-scale level, yielding solutions with good
precision and adequate efficiency.

2. A modified recursion of the graded mesh is updated to implement spatial
discretization in several intervals for the one-dimensional convection-diffusion model
exhibiting twin boundary layers. It is closely related to a mesh-generating function
and its mesh-characterizing counterpart, for adaptively capturing the twin boundary
layers. Note that the available grid nodes are ready to be utilized in the multiscale
approach on its coarse-scale level, and only the linear multiscale basis functions are
employed, thus decreasing the computation needed.

3. A stable error estimate with high-order convergence in the energy norm is de-
termined. Parameter-uniform superconvergence results are illustrated theoretically
as well as experimentally, particularly for small perturbation parameters. Numer-
ical experiments show that this approach is robust and economical as compared
to other methods. Furthermore, this approach can also be potentially applied to
high-dimensional problems.

The paper proceeds as follows. In Section 2, several layer-adapted meshes are
reviewed, and a modified graded mesh with the adaption is provided for the twin
boundary layers. In Section 3, we devise a multiscale finite element scheme, in
which the multiscale basis functions bridge the mapping details between the fine-
and the coarse-scales. It can be seen that our multiscale strategy is superior to
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the traditional method in terms of its efficiency as well its applicability. Multiscale
error analyses on the parameter-uniform superconvergence are exhibited in Section
4. In Section 5, numerical results are presented. Finally, our concluding remarks
are provided in Section 6.

2. Mesh discretization and adaption

2.1. Several discretizations

The various mesh partitioning schemes for the finite-dimensional discretization of
the domain Ω are described in this section. Suppose that the model (1.1) has a large
parameter ε. In this case, there are no boundary layers and traditional methods
work well. It is known that a uniform mesh is sufficient to satisfy the condition
h < ε for a large parameter ε (whose mesh size h = 1/N is a constant, where N is
the number of mesh partition). However, as for a small parameter ε, the model is
likely to produce boundary layers with widths O(τ) = O(εlogN). In this case, it
is hard to satisfy the condition h < ε even with a very huge partition number N ,
which would lead to an unreliable result.

For the case where ε is small, the domain Ω can be divided into smooth and
singular components according to a transition point τ = min{ 1

2 ,
εlogN
β }. Based on

an a priori estimate we can try to estimate the approximate locations of boundary
layers, and employ several non-uniform meshes. Here the total partition number
N is predetermined and fixed. Hence, half of it is refined to depict the singular
components, while the other half may be coarsened to depict the smooth component.
This h-adapted strategy may be described as follows.

First a Shishkin mesh is outlined. Suppose that the boundary layer appears near
the right side x = 1. Then Ω̄ = [0, 1] is divided into the subdomains [0, 1 − τ ] and
[1 − τ, 1], and both subdomains are partitioned in N/2 elements. The grid nodes
are

Shishkin: xi =


2(1−τ)
N · i, i = 0, · · · , N2 ,

1− τ + 2τ
N · (i−

N
2 ), i = N

2 + 1, · · · , N.
(2.1)

Next, a Bakhvalov mesh in [29] is reviewed. Its distribution is derived from

exp−
β(1−xi)

ε = Ai+B and xN
2

= 1− τ , xN = 1. In this way, the grid nodes are

Bakhvalov: xi =

 (1− ε
β logN) · 2i

N , i = 0, · · · , N2 ,

1 + ε
β log[1− 2(1− 1

N )(1− i
N )], i = N

2 + 1, · · · , N.
(2.2)

Note that in this subsection, the partition number N is pre-determined and is
always an even number 2l (l ∈ N+) for the double refinement.

2.2. Graded mesh adaption

Durán and Lombardi [11], Roos et al. [30] have proposed more flexible improve-
ments, that include a highly anisotropic, nonuniform, graded mesh based on a
recursive iteration, where the grid nodes are determined by the initial constants,
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0 < h < 1 and σ > 0, for mesh generation. In the expressions below, we have taken
h = 0.5 and σ = 1. One should keep in mind that in this case, N is no longer a
fixed number and that it satisfies xN−1 < 1 and (1+σh)xN−1 ≥ 1. A large number
of grid nodes would be concentrated on the left side x = 0 through

xi =



0, i = 0,

σhε, i = 1,

(1 + σh)xi−1, 2 ≤ i ≤ N − 1,

1, i = N.

(2.3)

On the other hand, if the boundary layer appears near the right side x = 1,
the generated arrays could be flipped from the left to the right using the command
ones-fliplr in our MATLAB code. As a result, these non-uniform nodes will be
concentrated on the right side contrarily. Furthermore, the partition number N
could be any random positive integers generated by the recursive algorithm. The
numbers output is given in Section 5.

For a more general case, let us suppose that the singular perturbation dominates
on both sides, x = 0 and x = 1. We can provide a graded mesh iteration for twin
boundary layers as given below:

Graded: xi =



0, i = 0,

σhε, i = 1,

(1 + σh)xi−1, 2 ≤ i ≤ N0 − 1,

0.5, i = N0,

1− (1 + σh)(1− xi+1), N0 + 1 ≤ i ≤ N − 2,

1− σhε, i = N − 1,

1, i = N,

(2.4)

here N0 is the original number N in (2.3). It will result in a quasi-symmetric
mesh discretization. The graded mesh adaption can be efficiently applied to the
problem exhibiting twin boundary layers. This is a fitting mesh for approaching
the transition points.

Let us set α = k+1 in the paper, where k ∈ N+ is the degree of the polynomial,
or the order of derivative. The mesh-generating functions are used to probe the
locations of twin boundary layers. The transition point τ can be determined later
for the decomposition of intervals (1.5). Set

x0 = 0, xN
4

= τ, x 3N
4

= 1− τ, xN = 1,

thus resulting in the formation of a left singular component [0, τ ], a right singular
component [1− τ, 1], and an inner smooth sub-domain [τ, 1− τ ]. If we define ti as

ti =
i

N
, i = 0, 1, · · · , N, (2.5)
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then the graded nodes can be constructed as shown:

xi = αεg(
i

N
) = αεg(ti). (2.6)

The mesh-generating function g(ti) is provided such that

g(0) = 0, g(
1

4
) = logN, g(

3

4
) =

1− αε logN

αε
, g(1) =

1

αε
.

Hence, τ = min{ 1
2 , αεg( 1

4 ), αεg( 3
4 )}, whose approximate location is dependent on

α, ε and N . The mesh-generating function g is thus closely related to the mesh-
characterizing function ω as shown below:

g = − logω ⇔ ω = exp−g = C1 exp−
xi
αε +C2 exp−

(1−xi)
αε . (2.7)

From the view of eigenvalue scales of µ1 in (1.3) and µ2 in (1.4), the function ω
could also be represented as

ω = C1 exp−
pµ1xi
α +C2 exp−

pµ2(1−xi)
α , p ∈ (0, 1). (2.8)

We can see that the graded mesh is not of a pre-determined type, and it relies
on the recursive iteration in Eq. (2.4), whose initial parameter h, σ, and the
perturbation parameter ε can be chosen. Once the graded nodes xi are available, a
varying mesh size hi = xi−xi−1 is used in the i-th element K. It can be confirmed
that the mesh size is either monotonically increasing or decreasing, and that this
mesh is prepared for the multiscale finite element computation on the coarse level
as shown in the sections that follow. The advantage of the graded mesh is that it
may adaptively adjust to the local behavior of the original problem, and it is shown
to be optimal for capturing the behavior of twin boundary layers accurately and
economically in our multiscale simulation.

3. Multiscale strategy

3.1. Finite element scheme

Let us consider a finite element space

V h = span{ψi}Nb1i=0 ⊂ H
1(Ω), (3.1)

where the finite element basis functions ψi form a basis of V h, and Nb1 is the global
number in the FE scheme. Let us denote an element by K and the corresponding
mesh partition by Kh (for any K ∈ Kh). We can find the Galerkin FEM solution
ug ∈ V h using the finite element method such that

a(ug, v) = (f, v), ∀v ∈ V h. (3.2)

However, for the case of a small parameter ε in (1.1), the boundary layers phe-
nomena can be quite troublesome, as the solution, and especially its derivative would
be extremely large. We aim to achieve very accurate and convergent solutions that
are independent of the value of the perturbation parameter, while simultaneously
minimizing the computations needed. From this point of view, we would like to
present a novel strategy for the multiscale finite element method on an adaptively
graded mesh, which offers sufficient accuracy with moderate costs, and grants a
parameter-uniform superconvergence for the singular perturbation.
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3.2. Multiscale finite element scheme

In contrast to Galerkin FEM, the multiscale space can be enriched with the multi-
scale basis functions φi as shown

Uh = span{φi, ∀K ∈ Kh}. (3.3)

These multiscale bases φi have strengths to reflect the microscopic information of
the macroscopic problem (1.1), and they may capture the local perturbation in
boundary layers. We will further see that the space Uh represents the unresolvable
scales. This is achieved by evolving the local problems in the finite element scheme.

The multiscale basis functions are investigated in each coarse element K, as
shown below:

Lφi := −εφ′′i (x) + b(x)φ′i(x) + c(x)φi(x) = 0, in K,

φi = ψi, on ∂K.

(3.4)

The boundary condition for φi is the konwn finite element basis function ψi. We can
see that the local problem (3.4) and the original problem (1.1) have an identical
differential operator L. The core difference is that (1.1) is solved directly using
FEM, while (3.4) is solved for the multiscale basis functions indirectly in the coarse
elements. Consequently, the microscopic information of boundary layers is captured
through the multiscale bases φi on the coarse-scale level. We should point out that
this is quite different from the classical FEM, which is entirely computed on the
fine-scale level and would have more computational costs. Hence, the multiscale
strategy is used to find the uh ∈ Uh such that

a(uh, v) = (f, v), ∀v ∈ Uh, (3.5)

where uh is the MsFEM solution.

Lemma 3.1. Assume that there are twin boundary layers on both sides, and that
the mesh size hi = xi−xi−1, recall µ1 in (1.3), µ2 in (1.4), and p ∈ (0, 1), α = k+1.
Let us denote

GLi = min{hiµ1, 1} exp−
pµ1xi
α , i = 0, 1, · · · , N

4
,

GRi = min{hiµ2, 1} exp−
pµ2(1−xi)

α , i =
3N

4
+ 1, · · · , N.

Then we have

max
0≤i≤N/4

GLi ≤ CN−1 max |ω′|α , (3.6)

max
3N/4+1≤i≤N

GRi ≤ CN−1 max |ω′|α . (3.7)

Proof. Please refer to Cheng [6] for similar details.
Even though the width τ of the left boundary layer in Ω1 = [0, τ ] and the right

boundary layer in Ω3 = [1 − τ, 1] is very small, it would still occupy a quarter of
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Figure 1. For N = 4 and M = 2, solid points to represent N + 1 = 5 coarse grid nodes, together with
hollow points to represent N ∗M + 1 = 9 fine grid nodes in all.

partition number N/4, respectively. While the width of the smooth component
Ω2 = [τ, 1 − τ ] is much more larger, it occupies the other half of partition number
N/2 for discretization.

As described above, the graded nodes derived from the recursive formula (2.4)
are not like the piece uniform Bakhvalov-Shishkin and Duran-Shishkin nodes whose
partition number N is pre-determined. However, the graded nodes can detect the
location of the transition point precisely and can concentrate on the boundary layers.
When the mesh parameter h decreases, the partition number N increases. These
features will enable the graded mesh to approach twin boundary layers effectively
and significantly reduce boundary layer errors. The simulation behavior and the
multiscale finite element strategy are presented in Section 4 and 5.

For solving the local problem (3.4), sub-partitions are necessary for each coarse
element K. In this paper, we have applied finite element schemes for solving multi-
scale basis functions. The finite element scheme may use linear or high-order basis
functions, whose computational costs could increase accordingly. For simplicity, let
us take the option of linear Lagrange basis function as explained below. First, a
coarse-scale partition number N is determined for the whole domain Ω̄. Then, a
fine-scale partition number M is determined for each coarse element K̄i = [xi−1, xi].
Then each coarse element has M + 1 fine nodes as given by

xi−1 = xi−1,0 < xi−1,1 < · · · < xi−1,M = xi,

where

xi−1,j+1 − xi−1,j =
xi − xi−1

M
, j = 0, · · · ,M − 1.

The multiscale basis function φi is represented by

φi =

M∑
j=0

rijψj , i = 0, · · · , N, (3.8)

where ψj is the known finite element basis function on the boundary in (3.4), and
rij is the coefficient to be determined.

For instance, let us take a coarse partition number N = 4 and a fine partition
number M = 2 in each coarse element, then global nodes are to be identified, see
Fig 1. In (3.8) a block matrix for multiscale basis functions φi is formed as shown
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below:



φ0

φ1

φ2

φ3

φ4


=



r00 r01 r02

r10 r11 r12 r13 r14

r22 r23 r24 r25 r26

r34 r35 r36 r37 r38

r46 r47 r48





ψ0

ψ1

ψ2

ψ3

ψ4

ψ5

ψ6

ψ7

ψ8



. (3.9)

Thus, the corresponding coefficients rij for the multiscale basis functions are stored
as block matrix entries into a mapping matrix R = (rij).

Then the elementary stiffness matrix and the elementary load vector are assem-
bled to the global stiffness matrix and the global load vector, respectively. Note
that it is only processed on the coarse-scale level. In the weak formulation (3.5),
whose global stiffness matrix on the coarse-scale level Ac = (acij). From (1.6) it
reads

acij = a(φi, φj)

=

M∑
m=0

M∑
n=0

rimrjn

∫
K

[ε(ψm)′(ψn)′ + b(ψm)′ψn + cψmψn]dx. (3.10)

Similarly, the global load vector on the coarse-scale level bc = (bci ). From (1.7) it
reads

bci = (f, φi) =

M∑
m=0

rim

∫
K

fψmdx. (3.11)

Let Af = (afst) as the global stiffness matrix on the fine-scale level, to facilitate a
better comparison. So, its relationship with the mapping matrix R may be expressed
as shown below:

Ac = RAfRT , (3.12)

where RT is the transpose of R. Similarly, let bf = (bfs ) as the global load vector
on the fine-scale level. We then have

bc = Rbf . (3.13)

For example, in the multiscale strategy let us take the first coarse element K̄1 =
[x0, x1] in Fig 1. From (3.8) it reads

φ0

φ1

 =

 r00 r01 r02

r10 r11 r12



ψ0

ψ1

ψ2

 = Rloc


ψ0

ψ1

ψ2

 , (3.14)
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where Rloc is a local mapping matrix of R. Consequently, the elementary stiffness
matrix in the multiscale scheme may be expressed asa(φ0, φ0) a(φ0, φ1)

a(φ1, φ0) a(φ1, φ1)



=

 r00 r01 r02

r10 r11 r12



af (φ0, φ0) af (φ0, φ1)

af (φ1, φ0) af (φ1, φ1) af (φ1, φ2)

af (φ2, φ1) af (φ2, φ2)



r00 r10

r01 r11

r02 r12



= Rloc


af (φ0, φ0) af (φ0, φ1)

af (φ1, φ0) af (φ1, φ1) af (φ1, φ2)

af (φ2, φ1) af (φ2, φ2)

RTloc.

Similarly, the elementary load vector in the multiscale scheme is given by

 bc0
bc1

 =

 r00 r01 r02

r10 r11 r12



∫
K
fψ0dx∫

K
fψ1dx∫

K
fψ2dx



= Rloc


∫
K
fψ0dx∫

K
fψ1dx∫

K
fψ2dx

 .
Thus, a large amount of meaningful information has been stored in multiscale

basis functions through the mapping matrix R, in which every coarse element in each
row and column contains local microscopic details. A reduced matrix Ac = RAfRT

and a reduced vector bc = Rbf are delivered on the coarse level. As a result, the
multiscale finite element method produces a reduced algebraic system for solving

Acuh = bc, (3.15)

so the multiscale solution uh is avaiable.
Note that Eq. (3.15) is very different from the finite element method, where Eq.

(3.2) needs to be solved on the fine-scale level

Afug = bf , (3.16)

so the Galerkin solution ug is available.
For any non-trivial system, one may expect that when the finite element method

is applied on a very fine mesh, the global system (3.16) can be quite massive. If
we take a large integer M as the sub-partition number, the FEM can be solved
on the fine-scale level O(NM). While this would yield a more accurate result
than a multiscale global system (3.15) solved on a coarse-scale level O(N), it is
because FEM on a globally fine scale consumes significantly more computational
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resources, that it is able to win this unfair competition. However, sometimes the
multiscale strategy on the coarse-scale level can outperform FEM on a fine-scale
level. Furthermore, the multiscale strategy is superior to the FEM on a fine scale
in terms of efficiency. Consequently, the novel multiscale finite element method is
gaining preference over the traditional mode. The advantages are especially more
significant in high-dimensional situations.

4. Multiscale error estimate

Graded mesh nodes xi are generated from the iterative formula (2.4) for resolving
the twin boundary layers. Let K̄i = [xi−1, xi] be the i-th coarse element which may
be divided into M sub-elements as shown:

xi−1,j = xi−1 + j
hi
M
, i = 1, 2, · · · , N, j = 0, 1, · · · ,M.

Since the multiscale basis functions φi =
∑M
j=0 rijψj work in the microscopic

scale, and the multiscale solution uh =
∑Nb2
i=0 uiφi works in the macroscopic scale, as

a result the enriching data are delivered at both scales. Here Nb2 is the coarse-scale
graded mesh partition number in the multiscale FE scheme, unlike the Nb1 is the
fine-scale partition number in the FE scheme.

L2 norm and H1 norm of errors are

‖u− uh‖20 =

∫
Ω

(u− uh)2dx,

‖u− uh‖21 =

∫
Ω

[(u− uh)2 + (u′ − u′h)2]dx.

An energy norm related to the parameter ε is defined as

‖u− uh‖2ε = ‖u− uh‖20 + ε‖u− uh‖21.

Functions with a subscript I denote the interpolations. Next an error estimate
in the energy norm for the multiscale approximation on the graded mesh is to be
presented.

Assumption 4.1. Assume that a small ε satisfies

ε ≤ CN−1. (4.1)

Assumption 4.2. Assume that the derivative of the mesh-generating function g in
(2.7) satisfies

max |g′| ≤ CN. (4.2)

Assumption 4.3. Assume that the eigenvalue (1.3) satisfies

µ−1
1 ≤ CN−θ, 0 < θ ≤ 1. (4.3)

Lemma 4.1. As for the graded mesh (2.4), its mesh size hi has

hi ≤ CN−1. (4.4)
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Proof. The graded nodes are given by Eq. (2.6). Hence, we have

hi = xi − xi−1 = αε[g(ti)− g(ti−1)] = αε[(ti − ti−1)g′(ti−1)] ≤ αε 1

N
max |g′|,

Assumption 4.1 and Assumption 4.2 are used in the last step, then (4.4) holds.

Lemma 4.2. For simplicity, for the case of a left transition point, the
mesh-characterizing function satisfies

| exp
−pµ1xN

4 | ≤ N−α. (4.5)

Proof. With the above definitions and notations, we have

exp
−pµ1xN

4 = exp−pµ1τ = exp−pµ1αε logN = exp−α logN

= exp−αg( 1
4 ) ≤ max{N−σ, µ−σ1 } ≤ N−θσ ≤ N−α,

from Assumption 4.3 and set σ ≥ α
θ , 0 < θ ≤ 1, then (4.5) holds.

As above-mentioned, the domain is divided into a left singular component Ω1 =
[0, τ ], a right singular component Ω3 = [1 − τ, 1] and an inner smooth component
Ω2 = [τ, 1 − τ ]. They are formed two dense and a sparse intervals on the graded
mesh, respectively. For this quasi-symmetric discretization, let us focus on the left
singular component Ω1. For the right singular component Ω3, the results are similar.

Lemma 4.3. For the decomposition (1.5), in the whole domain and in its different
intervals we have the following:

‖S − SI‖l,Ω ≤ CN l−α, 0 ≤ l ≤ k, α = k + 1, (4.6)

‖E − EI‖0,Ω1
≤ Cε 1

2N−1 max |ω′|k+ 1
2 , (4.7)

‖E‖0,Ω2
≤ CN−α, (4.8)

‖EI‖0,Ω2
≤ CN−α. (4.9)

Proof. As for (4.7), since

‖E − EI‖0,Ω1
≤ C(

τ

N
)α,

|E − EI |l,Ω1
≤ Chα−li |E|α,Ω1

,

|E|α,Ω1
≤ Cε 1

2 (
max |ω′|

N
)α,

and from Lemma 4.1, it reads

‖E − EI‖20,Ω1
≤ Cε

max |ω′|2k+1

N2
,

then (4.7) holds. As for (4.8), since

‖E‖0,Ω2 ≤ C

∫ 1−τ

τ

exp−
β(1−x)

ε dx

≤ Cε exp−
βτ
ε ≤ Cε exp−βα logN ≤ CN−α,

then (4.8) holds. Other proofs are omitted.
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Lemma 4.4. Let u, uI be the exact solution and its interpolation of (1.8) respec-
tively, then

‖u− uI‖0,Ω ≤ C(N−α + ε
1
2N−1 max |ω′|k+ 1

2 ). (4.10)

Proof. From the decomposition (1.5),

‖u− uI‖0,Ω1 ≤ ‖S − SI‖0,Ω1 + ‖E − EI‖0,Ω1

≤ C(N−α + ε
1
2N−1 max |ω′|k+ 1

2 ),

‖u− uI‖0,Ω2
≤ ‖S − SI‖0,Ω2

+ ‖E‖0,Ω2
+ ‖EI‖0,Ω2

≤ CN−α + CN−α + CN−α

≤ CN−α,

from Lemma 4.3 it holds.

Lemma 4.5. [24] Let u, uI be the exact solution and its interpolation of (1.8)
respectively, then

ε
1
2 ‖u− uI‖1,Ω ≤ C(h+N−1 max |ω′|). (4.11)

The above lemmas are available, now we are ready to present the main theoret-
ical result.

Theorem 4.1. Let u, uh be the exact solution in (1.8) and the multiscale solution
in (3.5) respectively, then for the energy norm it has

‖u− uh‖ε ≤ C1N
−α + C2ε

1
2N−1 max |ω′|k+ 1

2 . (4.12)

Proof. From the triangle inequality,

‖u− uh‖ε ≤ ‖u− uI‖ε + ‖uI − uh‖ε. (4.13)

For the first term at the right side of (4.13), from Lemma 4.4, Lemma 4.5 and
Assumption 4.1, we have

‖u− uI‖ε ≤ C(N−α + ε
1
2N−1 max |ω′|k+ 1

2 ). (4.14)

For the second term at the right side of (4.13), denote the error by e = uI − uh.
Since a(u− uh, e) = 0 and the bilinear form (1.6), it reads

λ‖uI − uh‖2ε = λ‖e‖2ε ≤ a(e, e)

= a(uI − uh, e) = a(uI − u+ u− uh, e) = a(uI − u, e)
= ε((uI − u)′, e′) + (b(SI − S)′, e)− (b′(EI − E), e)

−(b(EI − E), e′) + (c(uI − u), e).

In the last step, mainly consider the fourth item, since

|(b(EI − E), e′)|Ω1
≤ C‖EI − E‖∞,Ω1

‖e′‖L1(Ω1)

≤ CN−1 max |ω′|k+ 1
2 ‖e‖ε,

|(b(EI − E), e′)|Ω2
≤ C‖EI − E‖∞,Ω2

N‖e‖0
≤ CN−k‖e‖ε,
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so

|(b(EI − E), e′)|Ω ≤ CN−1 max |ω′|k+ 1
2 ‖e‖ε.

Divided both sides of the inequality with ‖e‖ε, the estimate for ‖uI − uh‖ε is ob-
tained. Combining this with Eq. (4.13), (4.14), Lemma 3.1, and Lemma 4.2, the
proof is complete.

Remark 4.1. In Theorem 4.1 and α = k + 1 for k = 1 as linear basis func-
tions are applied in the multiscale strategy, so that the second-order convergence
is guaranteed from N−α. In addition, with the ingredients of the adaptively mesh-
characterizing function ω in the form of |ω′|k+ 1

2 , as a consequence the multiscale
finite element method would have the ability to achieve its potential superconver-
gence.

5. Numerical results

In this section, the singularly perturbed convection-diffusion model exhibiting twin
boundary layers is solved numerically to test the behaviors of the proposed method.
The multiscale finite element method is applied on the graded mesh (abbreviated
as the MsFEM(G)), which is compared with the exact solution and other literature
methods.

Error norms and convergence orders are measured as

Err∞(N) = ‖u− uN‖L∞ ,
Erren(N) = ‖u− uN‖ε,

order =
logErr(N)− logErr(2N)

log 2
,

where uN is the numerical solution for the partition number N . Note that for the
case of a graded mesh Err(N) is not from an exactly pre-determined N , but it
is from its approximate equivalent N in (2.4). The same rule is applicable to its
double refinement of Err(2N).

Example 5.1. As a benchmark in the literature [13,19–21,23,27] and b(x) = 4x−2,
c(x) = 4 is given in (1.1), an exact solution is

u(x) = exp
2x(x−1)

ε . (5.1)

Now the right side is homogeneous f(x) = 0. Note that with a small parameter ε
in this example, rapid jumps of u(x) are shown near the twin boundary sides x = 0
and x = 1.

Figure 2 illustrates that the classical FEM on a uniform mesh fails to solve singu-
larly perturbed problems with small parameters. This drawback may be overcome
by using a non-uniform and a fitting mesh, or in other words, a graded mesh. Based
on the multiscale finite element scheme for a relatively coarse number N = 30, the
MsFEM(G) behaves well enough to be able to precisely approach the model’s in-
terior as well as the twin boundaries. The mesh is automatically concentrated at
the location of the twin boundary layers, while it is quite sparse in the smooth,
interior region of the model. In this way, the total partition number N is kept to
save the computational storage and execution time. It is apparent in Figure 3 that
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Figure 2. Exact and FEM solution on uniform mesh N = 40 (left), exact and MsFEM solution on

graded mesh N = 30 (rigth), for Example 5.1 with ε = 2−8.
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Figure 3. Errors of FEM(U) on N = 40 and MsFEM(G) on N = 30, for Example 5.1 with ε = 2−8.

Table 1. Comparison of Err∞ for Example 5.1.

N = 128 N̄ = 120 N = 256 N̄ = 254

ε In [21] In [19] In [13] In [23] PM In [21] In [19] In [13] In [23] PM

2−8 6.8E-3 3.7E-3 3.3E-4 8.0E-5 1.4E-3 1.7E-3 7.8E-4 7.4E-5 2.0E-5 1.4E-3

2−10 1.0E-2 8.3E-3 4.7E-3 7.2E-5 3.9E-4 2.6E-3 3.2E-3 1.2E-4 1.7E-5 3.6E-4

2−12 1.5E-2 8.0E-3 8.2E-2 7.0E-5 1.2E-4 3.7E-3 4.0E-3 1.7E-3 1.7E-5 9.5E-5

Table 2. Comparison of Err∞ for Example 5.1.

N = 128 N̄ = 182 N = 256 N̄ = 376

ε In [27] In [20] In [23] PM In [27] In [20] In [23] PM

10−2 4.87E-2 2.19E-3 9.87E-5 3.72E-3 2.93E-2 7.21E-4 2.65E-5 3.70E-3

10−4 4.95E-2 2.34E-3 6.96E-5 8.28E-5 2.98E-2 8.22E-4 1.65E-5 4.28E-5

10−6 4.95E-2 2.34E-3 6.93E-5 6.36E-5 2.98E-2 8.21E-4 1.64E-5 9.30E-6

10−8 4.95E-2 2.34E-3 6.93E-5 6.34E-5 2.98E-2 8.21E-4 1.64E-5 9.12E-6

the corresponding errors are greatly improved, whose maximum error is reduced
from 0.8 to 3.5 ∗ 10−3 in the multiscale FEM on the coarse graded mesh.

Several literature results are listed and compared with our proposed method, in
Table 1 and Table 2 with different values of ε. Note that since the partition number
N in a graded mesh is automatically generated from Eq. (2.4), it depends on the
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Figure 4. Exact and FEM solution on fine graded mesh N = 424 (left), exact and MsFEM solution on

coarse graded mesh N = 106 (right), for Example 5.2 with ε = 10−9.

corresponding value of ε. In the tables an average partition number N̄ , which is
chosen to be almost equal as in other literature to be fairly compared. It is seen
in Table 1 that the Err∞ accuracy of the proposed method is significantly better
than the previous three works, even though it is not superior to the fourth work.
However, it is crucial to point out that a quintic B-spline collocation method is
employed in [23]. While in our method, just the multiscale linear basis functions in
the Lagrange style are used in the local problem (3.4) for this accuracy. As a result,
its computational costs are much reduced. Another encouraging fact is in Table 2
that for very small parameters such as ε = 10−6 and 10−8, the MsFEM(G) equipped
with the linear multiscale bases outperforms to the quintic B-spline collocation
in [23].

Example 5.2. Set b(x) = 1, c(x) = 1 + ε and an exact solution is available as

u(x) = exp−x + exp
x−1
ε . (5.2)

Then a non-homogeneous right side f(x) = (1 + ε) exp
x−1
ε . It is known that bound-

ary layers phenomena are dominated at the twin boundary sides as for the small ε.
We know that the FEM on the uniform mesh can not reliably solve this dilemma,
and there is no literature available for comparison. We apply the multiscale FEM
with a graded mesh refinement directly.

In Table 3, it can be seen that a larger partition number N is necessary for very
small values of the parameter ε, to resolve the twin boundary oscillations. With the
graded mesh recursion (2.4), we find that an almost linear increase in N is sufficient
to capture the singular perturbation. To test the history of convergence order of
Err∞ and Erren norms, the graded mesh was almost redoubled, and the multiscale
finite element method on the coarse mesh was observed to achieve second-order
convergence in the Err∞ norm, and superconvergence with a second-order in the
Erren norm, which is in accordance to (4.12) in Theorem 4.1. The fact that the
results were independent of the values of perturbation parameter ε was validated
to show the parameter-uniform property. Please note that the multiscale scheme
just operates through the linear basis functions and runs on the graded mesh of
coarse-scale level. Therefore, while ensuring accuracy, the proposed method also
needs significantly less computational resources. We encourage its use with large
partition numbers and problems featuring large dimensions.

A visual comparison of the exact and numerical solutions and their correspond-
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Table 3. Err∞, Erren and convergence order of MsFEM(G) for Example 5.2.

ε = 10−1

N Err∞ order Erren order

14 7.846E-4 4.736E-3

30 2.063E-4 1.93 9.856E-4 2.26

66 5.543E-5 1.90 1.962E-4 2.33

148 1.444E-5 1.94 3.921E-5 2.32

332 3.690E-6 1.97 8.079E-6 2.28

748 9.337E-7 1.98 1.702E-6 2.25

1664 2.351E-7 1.99 3.683E-7 2.21

3674 5.895E-8 2.00 8.137E-8 2.18

ε = 10−8

N Err∞ order Erren order

94 4.037E-4 4.822E-4

174 1.191E-4 1.76 1.189E-4 2.03

340 3.277E-5 1.86 2.768E-5 2.10

680 8.630E-6 1.92 6.453E-6 2.10

1380 2.217E-6 1.97 1.520E-6 2.09

2826 5.619E-7 1.98 3.609E-7 2.08

5806 1.414E-7 1.99 8.622E-8 2.07

11942 3.543E-8 2.00 2.073E-8 2.06

ε = 10−10

N Err∞ order Erren order

116 4.037E-4 3.871E-4

216 1.191E-4 1.76 9.457E-5 2.03

418 3.277E-5 1.86 2.219E-5 2.10

832 8.630E-6 1.92 5.195E-6 2.09

1680 2.217E-6 1.97 1.234E-6 2.08

3420 5.619E-7 1.98 2.978E-7 2.05

6990 1.414E-7 1.99 7.312E-8 2.03

14304 3.543E-8 2.00 1.705E-8 2.10
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Figure 5. Errors of FEM(G) on fine mesh N = 424 and MsFEM(G) on coarse mesh N = 106, for

Example 5.2 with ε = 10−9.
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Figure 6. Convergence history for Err∞, Erren of MsFEM(G), for Example 2 with ε = 10−8 (left)

and 10−10 (right), respectively.

ing errors is shown in Figures 4 and 5. Figure 4 shows that the graded mesh enabled
both FEM and MsFEM to effectively capture the exact twin boundaries. However,
the multiscale strategy needs N = 106 to achieve the same level of accuracy that
FEM needed N = 424 to achieve, which is four times that needed by the multi-
scale strategy. Thus, it is evident that given the same computational resources, the
multiscale strategy could potentially be used for applications involving much larger
dimensions than what FEM would be able to do. The maximum errors are both
4.5∗10−4 and they dominate mainly on the right side in Figure 5, while the discrete
error of MsFEM(G) is relatively smooth in the domain.

We have thus demonstrated that for small parameters ε = 10−8, 10−10 (Figure 6)
that the convergence order of the energy norm Erren is higher than the second-order
of Err∞. The theoretical results from Eq. (4.12) were thus verified numerically.

6. Conclusion

A robust and efficient strategy of the multiscale finite element method is presented
to address the singular perturbation problems. A graded mesh was constructed
in an adaptive manner for capturing local microscopic oscillations. With the help
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of multiscale linear basis functions on the local level, detailed mapping behaviors
among the scales were delivered and then enriched into its multiscale scheme. As
a result, the multiscale solution was able to approach the exact solution almost
perfectly on the global level. The superconvergence theorem for error estimation in
the energy norm was proved. The ability of the multiscale scheme was validated nu-
merically. It was shown to be accurate and effective irrespective of the perturbation
parameter values. For the convection-diffusion model, our proposed method pro-
vides a parameter-uniform superconvergence in the energy norm, without being very
computationally intense. The advantages of the multiscale finite element method
on graded meshes are quite promising for applications involving large dimensions.
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