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DELAYED CONSENSUS IN MEAN-SQUARE
OF MASS UNDER MARKOV SWITCHING

TOPOLOGIES AND BROWN NOISE

Xia Zhou1,2,†, Meixuan Xi1, Wanbing Liu1, Zhongjun Ma1

and Jinde Cao3,4

Abstract The delayed consensus in mean-square issue of nonlinear multi-
agent systems (NMASs) under uncertain nonhomogeneous Markov switching
(UNMS) topologies and Brown noise is investigated in this paper. Firstly,
there are two delays d(t) and τ . d(t) represents the time-varying delay among
followers. τ stands for the delay between the leader and the followers, which is
the delay in delayed consensus in mean-square. When τ = 0, the delayed con-
sensus degenerates to identical consensus. Secondly, the random communica-
tion topologies are modeled as nonhomogeneous Markov switching topologies
in which the transition rates (TRs) are partially or totally unknown. Further,
communication noise is also considered, which is assumed to be Brown noise.
Sufficient conditions of delayed consensus in mean-square for the systems are
gained on account of qualitative and stability theory, theory of random dif-
feretntial equations and distributed control theory. Finally, the correctness of
the results is verified through the example given.

Keywords Nonlinear multi-agent systems, delayed consensus in mean-square,
Markov switching topologies, Brown noise.
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1. Introduction

The agent is a computing entity that can continuously and autonomously play
its role in a particular environment. Multi-agent refers to any independent entity
that has intelligence and can interact with the environment in complex systems.
Multi-agent systems (MASs) are networked systems consisted of multi-agent with
sensing, interaction, calculation and implementation capabilities through mutual
interaction and coordination. MASs have applications in many fields, such as UAV

†The corresponding author.
1School of Mathematics and Computing Science, Guangxi Colleges and Univer-
sities Key Laboratory of Data Analysis and Computation, Guilin University
of Electronic Technology, Guilin 541004, China

2Center for Applied Mathematics of Guangxi (Guilin University of Electronic
Technology), Guilin 541002, China

3School of Mathematics, Southeast University, Nanjing 210096, China
4Yonsei Frontier Lab, Yonsei University, Seoul 03722, South Korea
Email: xiazhou201612@guet.edu.cn(X. Zhou), ximeixuan2022@163.com(M.
Xi), kaoyankaobo@163.com(W. Liu), mzj1234402@163.com(Z. Ma),
jdcao@seu.edu.cn(J. Cao)

http://www.jaac-online.com
http://dx.doi.org/10.11948/20230307


544 X. Zhou, M. Xi, W. Liu, Z. Ma & J. Cao

[23], formation [3], continuous monitoring [27], etc. The primary researches of MASs
include the cluster problems [8], tracking problems [5], controllability problems [17],
consensus problems [1, 15,18,36], etc.

Consensus is the process of exchanging message from each agent in MASs to
adjacent agent, which ultimately enables each individual to achieve the same state.
The consensus problems are one of the research hotspots for distributed coordina-
tion control of MASs. They are usually studied with identical consensus [35], partial
component consensus [9, 10, 28, 30] and delayed consensus [19, 24–26]. DeGroot [1]
pioneered the consensus problem in management and statistical sciences for solv-
ing the acquisition of information with uncertainty by multiple sensors. Identical
consensus means that there are N agents in the considered MASs, where the ith
agent satisfies limt→∞ ‖xi(t)− xj(t)‖ = 0. In some sense, identical consensus is
harmful and needs to be avoided, while delayed consensus is beneficial and needs to
be promoted. For example, a certain number of vehicles on the highway may cause
traffic jams when they arrive at a specific position at the same time, however, if
they have a suitable time delay in the arrival time, it will not cause traffic jams.
Delayed consensus refers to that the state vectors of j followers reaches the previous
state of the leader within a specific time, and there is a time delay τj between them.
Here, τj = τ for the convenience of the study. When τ = 0, the delayed consensus
degenerates to identical consensus. People first studied the delayed consensus prob-
lems of first-order MASs [16,29]. In recent years, delayed consensus of second-order
MASs has received more and more attention (such as [24–26]). In [26], the issue of
pinned controlled delayed consensus for NMASs was studied. In [24], a per-follower
control protocol with the local information from adjacent agents was introduced
for delayed consensus of second-order NMASs. In [25], a cluster-delayed consen-
sus approach was submitted for the congestion problem of second-order NMASs on
capacity-constrained paths. In [24–26], the network communication topologies were
all deterministic topologies. However, in open communication networks, various
reasons, such as noise, cyber attacks and energy depletion, may lead to stochastic
changes in the communication topologies. For the above reasons, the issue of delayed
consensus in mean-square of NMASs under stochastic communication topologies is
investigated in this paper.

Switching systems are made up of several subsystems and a decision of individual
subsystems when a particular subsystem is activated [7], and have extensive appli-
cations in networked control systems, aircraft systems and power control systems
(such as [31–34]). There are many achievements in modeling communication topolo-
gies as Markov switching topologies to achieve consensus of MASs [2,11,21,22]. Ding
et al. [2] researched consensus issue for NMASs in Markov switching topologies and
assumed that the TRs were time-varying. Li et al. [11] researched mean-square con-
sensus issue of NMASs with random switching topologies as well as noise. However,
the TRs are time-varying to be more realistic. For this reason, Li et al. [11] further
extended the case where switching topologies were semi-Markov switching topolo-
gies and the TRs were partially unknown. Wang et al. [22] studied leader-following
consensus problem for NMASs subjected to network attacks in UNMS. Building
on [22], Wang et al. [21] further studied consensus issue of MASs with time-varying
delay. In [22] and [21], the Markov switching considered was uncertain and nonho-
mogeneous, which meaned that its TRs were partially or even completely unknown.
The consensus studied in [2, 11,21,22] was all identical consensus.

MASs are inevitably disturbed by environmental noise during operation and
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noise is usually modeled as standard Brown motion or even as more complex frac-
tional Brown motion (such as [37–39]). In [26] and [24], the authors not only studied
delayed consensus issue for MASs but also considered the case of the effects brought
by noise. In [4], the authors not only examined mean-square consensus issue of het-
erogeneous NMASs with communication noise, but also gave sufficient conditions of
consensus with a leader and without a leader. Moreover, information exchange in
networks is usually not instantaneous, and time-varying delay is prevalent in practi-
cal networked control systems. In [13], Ma et al. studied delayed consensus issue of
discrete-time MASs under communication delays. Sun et al. [20] studied consensus
issue of continuous-time NMASs under random topologies as well as nonuniform
time-varying delay.

According to previous analysis, the delayed consensus in mean-square of NMASs
with stochastic communication topologies and Brown noise is investigated. The
innovations are as follows:

(i) The delayed consensus in mean-square of the NMASs is considered, which
generalizes the delayed consensus of deterministic systems and identical consensus.
The stochastic communication topologies are modeled as UNMS topologies, and the
TRs are partly or even totally unknown. The communication noise is designed as
Brown noise.

(ii) The designed controller is advanced and contains two different types of delays
(the delay τ between the leader and the followers and the delay d(t) among the
followers), Brown noise and UNMS topologies, which brings substantial challenges
to the design of the controller.

(iii) In [24,26], the authors considered delayed consensus in a noisy environment
and containment control. However, time-varying delays among followers were not
considered and the communication topologies were deterministic. Different from
identical consensus studied under Markov switching topologies in [6, 21, 22], the
delayed consensus in mean-square is studied and the effects brought by two time
delays and Brown noise on this basis are considered. The authors studied delayed
consensus of discrete time NMASs under the communication delays among followers
in [13,14], but UNMS topologies and Brown noise were not considered.

Structure of this paper is shown as below, preparatory knowledge will be used
in Sect.2. Sufficient conditions of delayed consensus in mean-square for NMASs
under UMNS topologies and Brown noise are given in Sect.3. In Sect.4, numerical
simulation is given. In Sect.5, draw conclusions and give outlook.

2. Preliminary

2.1. UNMS process

The basic content of Markov switching process will be introduced below. {ϑ(t), t ≥
0} denotes a discrete-state UNMS process on the complete probability space (O,X ,
P) and takes the value in the finite set Z = {1, 2, . . . , z}. The transition probabilities
are as below

P(ϑ(t+ ∆) = s | ϑ(t) = r) =

κrs(h)∆ + o(∆), s 6= r,

1 + κrr(h)∆ + o(∆), s = r,
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where lim∆→0
o(∆)

∆ = 0, κrs(h) stands for the TRs of state r to state s, which are
time-varying, when r = s, κrr(h) = −

∑z
s=1,s6=r κrs(h) (∀r ∈ Z). κ̄rs and κrs stand

for upper bound and lower bound of κrs(h), respectively. Define the TRs matrix of
Markov chain as

Π =



? κ12(h) ? . . . κ1z(h)

κ21(h) ? κ23(h) . . . ?

κ31(h) ? ? . . . ?

...
...

...
. . .

...

? κz2(h) ? . . . ?


,

where “?” represent different unknown elements. Define Zrk = {s | κrs(h) is
known}, Zruk = {s | κrs(h) is unknown}, obviously Z = Zrk + Zruk.

Remark 2.1. Different from the deterministic communication topologies in [24,26],
stochastic switching topologies of NMASs are modeled as UNMS topologies and the
TRs are partly or totally unknown.

2.2. Uncertain nonhomogeneous Markov switching topologies

Assume that G = (V, ε,W) stands for the communication topology graph of the
agents, where V = {1, 2, . . . , n̄} is the node set, ε ⊆ V×V represents the set of edges,
and W = [wij ] ∈ Rn×n stands for the adjacency matrix. An edge εij = (j, i) ∈ ε
denotes that messages are able to be transferred from j to i. If εij ∈ ε, then
wij > 0, otherwise, wij = 0. The Laplacian matrix L = [lij ] ∈ Rn×n is described as
lij = −wij (i 6= j) and lii =

∑n
j=1 wij .

Gϑ(t) = {V, εϑ(t),Wϑ(t)} are uncertain nonhomogeneous Markov switching
topologies among agents at time t, where ϑ(t) is nonhomogeneous Markov chain
and takes the value in the finite set Z = {1, 2, . . . , z}.

Remark 2.2. It is inevitable that NMASs are interfered during its operation, which
leads to the change of communication topologies and makes deterministic topologies
no longer applicable. Therefore, it is appropriate to assume that the communication
topologies are random Markov switching topologies.

2.3. Modeling the systems

The dynamics model of the leader is described as

χ̇0(t) = ν0(t),

ν̇0(t) = g (χ0(t), ν0(t)) ,
(2.1)

where χ0(t) ∈ Rm (Rm stands for the m-dimensional real space), ν0(t) ∈ Rm,
χ0(0) ∈ Rm represent position vector, velocity vector and the initial value of the
leader, respectively. g (χ0(t), ν0(t)) stands for the nonlinear vector function of leader
and satisfies the Lipschitz condition, which will be given later.
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The MASs are made up of n followers. The dynamics model of the ith follower
is described as

χ̇i(t) = νi(t),

ν̇i(t) = g (χi(t), νi(t)) + ui(ϑ(t), t),
(2.2)

where χi(t) ∈ Rm, νi(t) ∈ Rm, f (χi(t), νi(t)), ui(ϑ(t), t) stand for position vector,
velocity vector, the nonlinear vector function and the control input vector of the
ith follower, respectively. χi(0) ∈ Rm and νi(0) ∈ Rm represent the initial value of
the ith follower.

The control input vector ui(ϑ(t), t) is described as

ui(ϑ(t), t) =− α(t)

n∑
j=1

wij(ϑ(t)) [(χi(t)− χj(t)) + (νi(t)− νj(t))]

−
n∑
j=1

wij(ϑ(t)) [(χi(t− d(t))− χj(t− d(t)))]

−
n∑
j=1

wij(ϑ(t)) [(νi(t− d(t))− νj(t− d(t)))]

− α(t)bi(ϑ(t)) [(χi(t)− χ0(t− τ)) + (νi(t)− ν0(t− τ))]

− ς
n∑
j=1

wij(ϑ(t)) [(χi(t)− χj(t)) + (νi(t)− νj(t))] ω̇i(t),

(2.3)

where α(t) is the adaptive control law and will be given later. Feedback gain
bi(ϑ(t)) are nonnegative numbers and bi(ϑ(t)) > 0 means that messages are exchanged
between the leader and the ith follower. ωi(t) is the n-dimensional standard Brown
motion. d(t) is time-varying delay among the followers and has 0 ≤ ḋ(t) ≤ d̄, where
d̄ is the upper bound of ḋ(t). ς is the noise intensity. τ is the delay between the
leader and followers.

Remark 2.3. In the controller (2.3), the delay among followers, the delay between
leader and followers, UNMS topologies and Brown noise are considered, which brings
substantial challenges to the design of the controller. Noise between leader and
followers is not taken into account because the calculation is too complicated, which
may be considered in future work.

Let χ̂i(t) = χi(t)− χ0(t− τ), ν̂i(t) = νi(t)− ν0(t− τ), ℵ̂(t) = (χ̂(t), ν̂(t))
T

with

χ̂(t) =
[
χ̂T1 (t), χ̂T2 (t), . . . , χ̂Tn (t)

]T
and ν̂(t) =

[
ν̂T1 (t), ν̂T2 (t), . . . , ν̂Tn (t)

]T
, ϑ(t) = r.

Combining (2.1) - (2.3), one obtains

dℵ̂(t) =


 0 In

−α(t) (Lr +Br) −α(t) (Lr +Br)

⊗ Imℵ̂(t) +

 0

G (t)


+

 0 0

−Lr −Lr

⊗ Imℵ̂(t− d(t))

 dt+

 0 0

−ςLr −ςLr

⊗ Imℵ̂(t)dω(t),

(2.4)

where G(χ(t), ν(t)) =
[
gT (χ1(t), ν1(t)) , gT (χ2(t), ν2(t)) , . . . , gT (χn(t), νn(t))

]T
,

G (t) = G(χ(t), ν(t)) − 1n ⊗ g (χ0(t− τ), ν0(t− τ)), Br = diag (b1,r, b2,r, . . . , bn,r),
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Lr is the Laplacian matrix of Gr. ⊗ is the Kronecker product. ℵ̂(0) is the initial
value. Im stands for the m-dimensional identity matrix.

The adaptive control law α(t) is satisfied

α̇(t) = ℵ̂T (t)

=r =r
=r =r

⊗ Imℵ̂(t), (2.5)

where =r = Pr(Lr + Br) + (Lr + Br)
TPr. Pr are unknown matrices. α(0) is the

initial value.

Remark 2.4. The adaptive control law can reduce the control input and the energy
consumption.

Definition 2.1 ( [12, 26]). NMASs (2.1) and (2.2) realize delayed consensus in
mean-square, if the following conditions are satisfied

lim
t→+∞

E
{
‖χi(t)− χ0(t− τ)‖2

}
= 0,

lim
t→+∞

E
{
‖νi(t)− ν0(t− τ)‖2

}
= 0,

where τ > 0, E represents mathematical expectation.

Assumption 2.1 ( [26]). (Lipschitz Conditions) For all χ1(t), χ2(t), ν1(t), ν2(t) ∈
Rm, there exist $1 ≥ 0 and $2 ≥ 0, such that

‖g(χ1(t), ν1(t))− g(χ2(t), ν2(t))‖ ≤ $1‖χ1(t)− χ2(t)‖+$2‖ν1(t)− ν2(t)‖.

3. Main results

Theorem 3.1. For given scalars β > λmax (Pr) /λmin (=r), `1 > 0, `2 > 0, $1 ≥ 0,
$2 ≥ 0, under Assumption 2.1, NMASs (2.1) and (2.2) can reach delayed consensus
in mean-square, if there exist matrices Ξ > 0, Pr > 0 and Zr ∈ Rn×n, such that

Θ1 =

Υ1 + ð +Ξ Υ2

∗ (d̄− 1)Ξ

 < 0, r ∈ Zrk, (3.1)

Θ2 =

Υ1 + Ψ1 +Ξ Υ2

∗ (d̄− 1)Ξ

 < 0, r ∈ Zruk, (3.2)

Λ̄s + Z̄r ≤ 0, ∀s ∈ Zruk, s 6= r, (3.3)

Λ̄s + Z̄r ≥ 0, ∀s ∈ Zruk, s = r, (3.4)

where

Λr =

β=r Pr
Pr Pr

⊗ Im, Λ̄r =

β=r Pr
Pr Pr

, Λ̄s =

β=s Ps
Ps Ps

,

Λs =

β=s Ps
Ps Ps

⊗ Im, Z̄r =

Zr 0

0 Zr

, Υ2 = −

1 1

1 1

⊗ (PrLr)⊗ Im,
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Ψ1 =
∑
s∈Zr

k
κrs(h)

(
Λ̄s + Z̄r

)
⊗ Im, =r = Pr (Lr +Br) + (Lr +Br)

T
Pr,

ð = κrr(h)Λr +
∑z
s=1,s 6=r κrs(h)Λs +

∑
s∈Zr

k
κrs(h)Z̄r ⊗ Im,

Ω = ς2
∥∥LTr λmax (Pr)Lr

∥∥ , %1 = 3$1 +$2, %2 = $1 + 3$2 + 2,

Υ1 =

%1Pr − β=r + ΩIn 0

0 %2Pr − β=r + ΩIn

⊗ Im.

Proof. The Lyapunov function is constructed as

V (t) = ℵ̂T (t)Λrℵ̂(t) +

∫ t

t−d(t)

ℵ̂T (s)Ξℵ̂(s)ds+
1

2
(α(t)− β)2, (3.5)

where

Ξ =

Ξ11 Ξ12

∗ Ξ22

⊗ Im ∈ R2mn×2mn, Λr =

β=r Pr
Pr Pr

⊗ Im ∈ R2mn×2mn,

it is easy to know that Λr > 0 iff β > λmax (Pr) /λmin (=r).
From the Itô formula, one has

E {LV (t)}

=2ℵ̂T (t)

β=r Pr
Pr Pr

 0 In

−α(t) (Lr +Br) −α(t) (Lr +Br)

⊗ Imℵ̂(t)

+ ς2 trace

ℵ̂T (t)

 0 0

Lr Lr

T β=r Pr
Pr Pr

 0 0

Lr Lr

⊗ Imℵ̂(t)


+ 2ℵ̂T (t)

β=r Pr
Pr Pr

⊗ Im
 0

G (t)

+ ℵ̂T (t)

[
z∑
s=1

κrs(h)Λr

]
ℵ̂(t)

+ 2ℵ̂T (t)

β=r Pr
Pr Pr

 0 0

−Lr −Lr

⊗ Imℵ̂(t− d(t))

+ ℵ̂T (t)Ξℵ̂(t)− (1− ḋ(t))ℵ̂T (t− d(t))Ξℵ̂(t− d(t)) + (α(t)− β)α̇(t).

(3.6)

Due to
∑z
s=1 κrs(h) = 0, for matrices Z̄r, r ∈ Z, one gets

z∑
s=1

κrs(h)ℵ̂T (t)
(
Z̄r ⊗ Im

)
ℵ̂(t) = 0, (3.7)

then

ℵ̂T (t)

[
z∑
s=1

κrs(h)Λr

]
ℵ̂(t) =ℵ̂T (t)

∑
s∈Zr

k

κrs(h)
(
Λ̄s + Z̄r

)
⊗ Imℵ̂(t)

+ ℵ̂T (t)
∑
s∈Zr

uk

κrs(h)
(
Λ̄s + Z̄r

)
⊗ Imℵ̂(t).

(3.8)
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Combining (3.6) and (3.8), one obtains

E {LV (t)} ≤ℵ̂T (t)

−β=r 0

0 2Pr − β=r

⊗ Imℵ̂(t)

+ 2ℵ̂T (t)

β=r Pr
Pr Pr

⊗ Im
 0

G (t)


+ ς2

∥∥LTr λmax (Pr)Lr
∥∥ ℵ̂T (t)

 In 0

0 In

⊗ Imℵ̂(t)

+ ℵ̂T (t)
∑
s∈Zr

k

κrs(h)
(
Λ̄s + Z̄r

)
⊗ Imℵ̂(t)

− 2ℵ̂T (t)

PrLr PrLr
PrLr PrLr

⊗ Imℵ̂(t− d(t))

− (1− d̄)ℵ̂T (t− d(t))Ξℵ̂(t− d(t))

+ ℵ̂T (t)Ξℵ̂(t) + ℵ̂T (t)
∑
s∈Zr

uk

κrs(h)
(
Λ̄s + Z̄r

)
⊗ Imℵ̂(t).

(3.9)

According to Assumption 2.1, one gets

2ℵ̂T (t)

β=r Pr
Pr Pr

⊗ Im
 0

G (t)


=2
(
x̂T (t) + v̂T (t)

)
(Pr ⊗ Im) F (t)

=2

n∑
i=1

pix̂
T
i (t) [fi (xi(t), vi(t))− f (x0(t− τ(t)), v0(t− τ(t)))]

+ 2

n∑
i=1

piv̂
T
i (t) [fi (xi(t), vi(t))− f (x0(t− τ(t)), v0(t− τ(t)))]

≤2$1

n∑
i=1

pi ‖χ̂i(t)‖2 +$2

n∑
i=1

pi

(
‖χ̂i(t)‖2 + ‖ν̂i(t)‖2

)

+$1

n∑
i=1

pi

(
‖χ̂i(t)‖2 + ‖ν̂i(t)‖2

)
+ 2$2

n∑
i=1

pi ‖ν̂i(t)‖2

= (3$1 +$2)

n∑
i=1

pi ‖x̂i(t)‖2 + (3$2 +$1)

n∑
i=1

pi ‖v̂i(t)‖2

=ℵ̂T (t)

 (3$1 +$2)Pr 0

0 (3$2 +$1)Pr

⊗ Imℵ̂(t).

(3.10)
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Taking (3.10) into (3.9), a new inequality can be obtained

E {LV (t)} ≤ℵ̂T (t)

%1Pr − β=r + ΩIn 0

0 %2Pr − β=r + ΩIn

⊗ Imℵ̂(t)

+ ℵ̂T (t)
∑
s∈Zr

k

κrs(h)
(
Λ̄s + Z̄r

)
⊗ Imℵ̂(t)

+ ℵ̂T (t)
∑
s∈Zr

uk

κrs(h)
(
Λ̄s + Z̄r

)
⊗ Imℵ̂(t)

+ ℵ̂T (t)Ξℵ̂(t)− (1− d̄)ℵ̂T (t− d(t))Ξℵ̂(t− d(t))

− 2ℵ̂T (t)

PrLr PrLr
PrLr PrLr

⊗ Imℵ̂(t− d(t)),

(3.11)

where Ω = ς2
∥∥LTr λmax (Pr)Lr

∥∥ , %1 = 3$1 +$2, %2 = $1 + 3$2 + 2.
For any r ∈ Zrk, it gets

E {LV (t)} ≤ℵ̂T (t− d(t))
(
(d̄− 1)Ξ

)
ℵ̂(t− d(t))

ℵ̂T (t) (Υ1 + ð +Ξ) ℵ̂(t) + 2ℵ̂(t)TΥ2ℵ̂(t− d(t)).
(3.12)

Let ℘(t) = col(ℵ̂(t), ℵ̂(t− d(t))), combining (3.1) and (3.3), it can infer that

E {LV (t)} ≤ −`1E {V (t)} . (3.13)

For any r ∈ Zruk, there is

E {LV (t)} ≤ℵ̂T (t− d(t))
(
(d̄− 1)Ξ

)
ℵ̂(t− d(t))

+ ℵ̂T (t) (Υ1 + Ψ1 +Ξ) ℵ̂(t) + 2ℵ̂T (t)Υ2ℵ̂(t− d(t)),
(3.14)

combining (3.2), (3.3) and (3.4), one has

E {LV (t)} ≤ −`2E {V (t)} . (3.15)

Let ` = min {`1, `2}, it gets

E {LV (t)} ≤ −`E {V (t)} , (3.16)

integrating (3.16), one has

E {V (t)} ≤ e−`tE {V (0)} . (3.17)

When t → +∞, E {V (t)} → 0. According to Definition 2.1, NMASs (2.1) and
(2.2) can reach delayed consensus in mean-square. So the proof is completed.

If the TRs are completely known, that is to say, Zruk = 0 for any r ∈ Z, one can
obtain Corollary 3.1.

Corollary 3.1. For given scalars β > λmax (Pr) /λmin (=r), `1 > 0, $1 ≥ 0,
$2 ≥ 0, under Assumption 2.1, NMASs (2.1) and (2.2) can reach delayed consensus
in mean-square, if there exist matrices Ξ > 0 and Pr > 0, such that

Θ1 =

Υ1 + ð +Ξ Υ2

∗ (d̄− 1)Ξ

 < 0, r ∈ Zrk, (3.18)
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where
Ω = ς2

∥∥LTr λmax (Pr)Lr
∥∥,

%1 = 3$1 +$2, %2 = $1 + 3$2 + 2,
=r = Pr (Lr +Br) + (Lr +Br)

T
Pr,

ð = ℵ̂T (t) [
∑z
s=1 κrs(h)Λr] ℵ̂(t),

Λr =

β=r Pr
Pr Pr

⊗ Im, Υ2 = −

1 1

1 1

⊗ (PrLr)⊗ Im,

Υ1 =

%1Pr − β=r + ΩIn 0

0 %2Pr − β=r + ΩIn

⊗ Im.

Remark 3.1. When τ = 0, the delayed consensus in mean-square degenerates to
identical consensus in mean-square.

Corollary 3.2. For given scalars β > λmax (Pr) /λmin (=r), `1 > 0, $1 ≥ 0,
$2 ≥ 0, under Assumption 2.1, NMASs (2.1) and (2.2) can reach consensus in
mean-square, if there exist matrices Ξ > 0 and Pr > 0, such that

Θ1 =

Υ1 + ð +Ξ Υ2

∗ (d̄− 1)Ξ

 < 0, r ∈ Zrk, (3.19)

where
Ω = ς2

∥∥LTr λmax (Pr)Lr
∥∥,

%1 = 3$1 +$2, %2 = $1 + 3$2 + 2,
=r = Pr (Lr +Br) + (Lr +Br)

T
Pr,

ð = ℵ̂T (t) [
∑z
s=1 κrs(h)Λr] ℵ̂(t),

Λr =

β=r Pr
Pr Pr

⊗ Im, Υ2 = −

1 1

1 1

⊗ (PrLr)⊗ Im,

Υ1 =

%1Pr − β=r + ΩIn 0

0 %2Pr − β=r + ΩIn

⊗ Im.

Due to the existence of the time-varying term κrs(h), Theorem 3.1 and Corollary
3.1 are not solvable by the LMI Toolbox in MATLAB. The next step is to solve the
problem of the time-varying term κrs(h).

Theorem 3.2. For given scalars β > λmax (Pr) /λmin (=r), `1 > 0, `2 > 0, $1 ≥ 0,
$2 ≥ 0, under Assumption 2.1, NMASs (2.1) and (2.2) can reach delayed consensus
in mean-square, if there exist matrices Ξ > 0, Pr > 0 and Zr ∈ Rn×n, such that

Θ̄1 =


J̄1 J̄2 J3 J3

∗ J̄4 J3 J3

∗ ∗ J5 J6

∗ ∗ ∗ J7

 < 0, r ∈ Zrk, (3.20)
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Θ1 =


J1 J2 J3 J3

∗ J4 J3 J3

∗ ∗ J5 J6

∗ ∗ ∗ J7

 < 0, r ∈ Zrk, (3.21)

Θ̄2 =


J̄8 J̄9 J3 J3

∗ J̄10 J3 J3

∗ ∗ J5 J6

∗ ∗ ∗ J7

 < 0, r ∈ Zruk, (3.22)

Θ2 =


J8 J9 J3 J3

∗ J10 J3 J3

∗ ∗ J5 J6

∗ ∗ ∗ J7

 < 0, r ∈ Zruk, (3.23)

β=s + Zr Ps

∗ Ps + Zr

 ≤ 0, ∀s ∈ Zruk, s 6= r, (3.24)

β=s + Zr Ps

∗ Ps + Zr

 ≥ 0, ∀s ∈ Zruk, s = r, (3.25)

where
Ω = ς2

∥∥LTr λmax (Pr)Lr
∥∥,

%1 = 3$1 +$2,
%2 = $1 + 3$2 + 2,
=r = Pr (Lr +Br) + (Lr +Br)

T
Pr,

J̄1 = {%1Pr + (κ̄rr − 1)β=r + ΩIn +
∑z
s=1,s6=r κ̄rsβ=r +

∑
s∈Zr

k
κ̄rsZr +Ξ11} ⊗ Im,

J1 = {%1Pr + (κrr − 1)β=r + ΩIn +
∑z
s=1,s6=r κrsβ=r +

∑
s∈Zr

k
κrsZr +Ξ11}⊗ Im,

J̄2 = (κ̄rrPr +
∑z
s=1,s 6=r κ̄rsPs +Ξ12)⊗ Im,

J2 = (κrrPr +
∑z
s=1,s6=r κrsPs +Ξ12)⊗ Im,

J3 = (−PrLr)⊗ Im,
J̄4 = {%2Pr − β=r + ΩIn + κ̄rrPr +

∑z
s=1,s6=r κ̄rsPs +

∑
s∈Zr

k
κ̄rsZr +Ξ22} ⊗ Im,

J4 = {%2Pr − β=r + ΩIn + κrrPr +
∑z
s=1,s6=r κrsPs +

∑
s∈Zr

k
κrsZr +Ξ22} ⊗ Im,

J5 = ((d̄− 1)Ξ11)⊗ Im,
J6 = ((d̄− 1)Ξ12)⊗ Im,
J7 = ((d̄− 1)Ξ22)⊗ Im,
J̄8 = {%1Pr − β=r + ΩIn +

∑
s∈Zr

k
κ̄rs(β=s + Zr) +Ξ11} ⊗ Im,

J8 = {%1Pr − β=r + ΩIn +
∑
s∈Zr

k
κrs(β=s + Zr) +Ξ11} ⊗ Im,

J̄9 = (
∑
s∈Zr

k
κ̄rsPs +Ξ12)⊗ Im,

J9 = (
∑
s∈Zr

k
κrsPs +Ξ12)⊗ Im,

J̄10 = {%2Pr − β=r + ΩIn +
∑
s∈Zr

k
κ̄rs(Ps + Zr) +Ξ22} ⊗ Im,
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J10 = {%2Pr − β=r + ΩIn +
∑
s∈Zr

k
κrs(Ps + Zr) +Ξ22} ⊗ Im.

Proof. For κrs(h), there exist γ1 > 0, γ2 > 0 with γ1 + γ2 = 1 such that κrs(h) =
γ1κ̄rs + γ2κrs.

For any r ∈ Zrk, according to (3.12), one has

Θ1 = γ1Θ̄1 + γ2Θ1 < 0. (3.26)

Therefore, through calculation, if (3.20) and (3.21) hold, it has Θ1 < 0. Similarly,
for any r ∈ Zruk, if (3.22) and (3.23) hold, it has Θ2 < 0. Therefore, NMASs (2.1)
and (2.2) can reach delayed consensus in mean-square. So the proof is complete.

4. Numerical simulation

The NMASs (2.1) and (2.2) are composed of a leader and three followers. The
random topologies are shown in Fig. 1. The adjacency matrices Wr, pinning

0

1 2

3

0

1 2

3

0

1 2

3

graph 1 graph 2

graph 3

Figure 1. Communication topological diagrams.

matrices Br and Laplacian matrices Lr are as below

W1 =


0 1 1

0 0 1

0 0 0

 , W2 =


0 0 0

1 0 0

1 1 0

 , W3 =


0 0 1

1 0 0

0 1 0

 ,

B1 =


1 0 0

0 1 0

0 0 1

 , B2 =


1 0 0

0 0 0

0 0 1

 , B3 =


1 0 0

0 1 0

0 0 0

 ,
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L1 =


2 −1 −1

0 1 −1

0 0 0

 , L2 =


0 0 0

−1 1 0

−1 −1 2

 , L3 =


1 0 −1

−1 1 0

0 −1 1

 .
At the same time, the nonlinear vector function f(χi(t), νi(t)) is described as

f (χi(t), νi(t)) =


0.44 sin(χi1(t))

0.44 sin(χi2(t))

0.44 sin(χi2(t))

 .
The TRs of UNMS topologies are partially unknown and described as

κ11(h) ? ?

κ21(h) ? κ23(h)

? κ32(h) ?

 .

Assume that d(t) = |sin(t)| ≤ 1. By solving LMI, it can be obtained

P1 =


0.0638 0.0134 0.0200

0.0134 0.1025 0.0467

0.0200 0.0467 0.2611

 ,

P2 =


0.3892 0.1410 0.0217

0.1410 0.2365 0.0169

0.0217 0.0169 0.0716

 ,

P3 =


0.1558 0.0724 0.0981

0.0724 0.1870 0.1369

0.0981 0.1369 0.3357

 .
Fig. 2 represents the adaptive control law for different initial values. α(t) converges
to a fixed value as time passes. Fig. 3 represents jump modes of Markov chain.
From Fig. 4 and Fig. 5, the NMASs under Markov switching topologies and Brown
noise can reach delayed consensus in mean-square.

5. Conclusion and outlook

The delayed consensus in mean-square issue for NMASs with stochastic switch-
ing topologies and Brown noise has been studied. The time-varying delay among
followers and the delay between leader and followers have been considered simulta-
neously. Meanwhile, the communication topologies of NMASs have been modeled as
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Figure 2. Adaptive control law for different initial values.
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Figure 3. Jump modes of Markov chain.
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Figure 4. The position delayed error χ̂i(t), i = 1, 2, 3 with adaptive control under Markov switching
topologies.

UNMS topologies, and the TRs have been partly or even totally unknown. Brown
noise has been also considered. Sufficient conditions to ensure delayed consensus
in mean-square for NMASs have been obtained. The correctness of the results has
been verified through the example given. Next, delayed consensus in mean-square
for NMASs with Markov switching topologies subjected to network attacks will be
further considered. In addition, to reduce unnecessary signal transmission among
agents, event-triggered mechanism may also be taken into account to research de-
layed consensus in mean-square issue for NMASs in the future work.
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Figure 5. The velocity delayed error ν̂i(t), i = 1, 2, 3 with adaptive control under Markov switching
topologies.
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