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Abstract In this paper, we smooth the Karush-Kuhn-Tucker (KKT) func-
tions for the classical variational inequality problem, then it is transformed to
an unconstrained optimization problem. We firstly establish the second-order
differential equation system involving two time-dependent parameters for solv-
ing the unconstrained optimization problem. The global convergence theorem
for the second-order differential equation system is proved. At last, four nu-
merical experiments are reported to verify the effectiveness of the second-order
differential equation method for solving the classical variational inequality
problem.
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1. Introduction

As one of the important branches of optimization theory and algorithm, the vari-
ational inequality problems are widely used in many fields such as physics, engi-
neering, economics, transportation, complementarity problems and control prob-
lems. Many numerical methods have emerged in large numbers, such as projection
method, interior point method, nonsmooth equation method, smoothing method,
merit function method and so on.

In this paper, we will consider the following classical variational inequality prob-
lem: finding x∗ such that

〈F (x∗) , y − x∗〉 ≥ 0, y ∈ C (1.1)

where

C = {x ∈ <n|h (x) = 0,−g (x) ≥ 0} , (1.2)

〈·, ·〉 is the Euclidean inner product, h : <n → <l, g : <n → <m are continuously
differentiable, and <n is n dimensional real column vector space.
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We can obtain the KKT conditions for the variational inequality problem (1.1)
as:

L (x, µ, λ) = F (x) + Jh(x)
T
µ+ Jg(x)

T
λ = 0,

h (x) = 0,

g (x)⊥λ.

(1.3)

In recent years, the differential equation method for solving the variational in-
equality problems has attracted much attention among many scholars. Since 1980,
a series of artificial network methods based on differential equation systems have
been proposed by Hopfield and Tank [10], and used to solve complementarity prob-
lems and variational inequality problems. He and Yang [9] proposed a differential
equation system for nonsymmetric linear variational inequality problems based on
projection operators and contraction methods. Gao, Liao and Qi [8] proposed a
differential equation model for solving variational inequalities with linear and non-
linear constraints based on projection operator theory. Without using the Lyapunov
function for the stability or convergence, Antipin [1] established systems of differen-
tial equations with the controlled process for solving variational inequality problems
with coupled constraints. And the global convergence for the differential equation
system was proved based on the properties of the projection operator and the sym-
metric function. The second-order differential equation system with the controlled
process was established for solving the variational inequality with constraints in
Wang et al [19]. Most of all, we focus on Attouch et al [2,4,5], in which the second-
order differential equation systems were established to solve convex optimization.
In this general framework, the fast convergence property was studied under the
certain conditions and the convergence rate thus was discussed.

Inspired by the above results, we construct the second-order differential equa-
tion system involving two time-dependent parameters to solve classical variational
inequality problem (1.1). Firstly, we use the smoothed complementary function to
transform the KKT conditions (1.3) of the variational inequality problem (1.1) into
a smoothing equation system problem, and introduce the merit function to trans-
form it into an unconstrained optimization problem. Secondly, the second-order
differential equation system is constructed to solve the transformed unconstrained
optimization problem. And the differential equation system involves two time-
dependent parameters which are a positive viscous damping coefficient γ (t) and a
time scale coefficient β (t). The fast convergence property is closely related to the
asymptotic vanishing property γ (t) → 0, and to the temporal scaling β (t) → ∞.
At last, two numerical experiments are reported to verify the effectiveness of the
second-order differential equation method for solving the classical variational in-
equality problem.

2. Preliminaries

In order to smooth the KKT conditions of the variational inequalities problem (1.1),
we apply the complementary function ϕ : <m ×<m → <m to satisfy ϕ (x, y) = 0 if
and only if x⊥y. Consider the following smooth NR function:

ϕεNR (x, y) = x− φ (ε, x− y) , (2.1)
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for any ε > 0, x, y ∈ <m, and φ : <+ ×<m → <m satisfying

φ (ε, x− y) =
1

2

(
x− y +

√
ε2e+ (x− y)

2

)
.

The KKT conditions (1.3) for the variational inequality problem (1.1) is equiv-
alent to the following

S (ε, x, µ, λ) =


ε

L (x, µ, λ)

h (x)

ϕεNR (−g (x) , λ)

 = 0, (2.2)

where

ϕεNR (−g (x) , λ) =



ϕεNR (−g1 (x) , λ1)

ϕεNR (−g2 (x) , λ2)

...

ϕεNR (−gn (x) , λn)


.

Note that the unconstrained optimization problem as follows.

min Φ (ε, x, µ, λ) :=
1

2
‖S (ε, x, µ, λ)‖2. (2.3)

In fact, Φ is called merit function of the problem (1.1). It is easy to see that
x∗ is the solution to the unconstrained optimization problem (2.3) means that x∗

is the solution to the variational inequality problem (1.1).
Let z = (ε, x, µ, λ) ∈ < × <n × <l × <m, then the unconstrained optimization

problem (2.3) can be simplified as

min Φ (z) :=
1

2
‖S (z)‖2. (2.4)

3. Second-order differential equation system

In this section, we will discuss the second-order differential equation method for
solving the variational inequalities problem (1.1).

In order to solve the variational inequalities problem (1.1), inspired by At-
touch [5], the second-order differential equation system involves two time-dependent
parameters which are a positive viscous damping coefficient γ(t) and a time scale
coefficient β(t) is established in the following.

ε̈ (t)

ẍ (t)

µ̈ (t)

λ̈ (t)

+ γ (t)


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)

+ β (t)


∇εS(z)

T
S (z)

∇xS(z)
T
S (z)

∇µS(z)
T
S (z)

∇λS(z)
T
S (z)

 = 0, (3.1)
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where γ, β ∈ [t0,+∞)→ <+ are nonnegative continuous functions.
We take for granted the existence of a solution to this system, and the corre-

sponding equilibrium point of the system is the solution of the variational inequal-
ity problem (1.1). Based on the parameter tuning of the positive viscous damping
coefficient γ (t) and the time scaling parameter β (t), we will analyze the global con-
vergence of the solution trajectory of the second-order differential equation system
(3.1).

In the elementary case Φ (ε, x, µ, λ) ≡ 0, by direct integration of a system of
second order differential equations, we obtain

p (t) = e
∫ t
t0
γ(u)du

,

and it is assumed that the following conditions are satisfied,

H0 :

∫ +∞

t0

du

p (u)
<+∞.

Under this assumption, we can define the function Γ : [t0,+∞)→ <+ and

Γ (t) = p (t)

∫ +∞

t

du

p (u)
. (3.2)

By differentiating (3.2), we obtain the relation

Γ̇ (t) = γ (t) Γ (t)− 1. (3.3)

Finally, let us define the global energy function W (t)

W (t) =
1

2

∥∥∥∥∥∥∥∥∥∥∥∥


ε̈ (t)

ẍ (t)

µ̈ (t)

λ̈ (t)



∥∥∥∥∥∥∥∥∥∥∥∥

2

+ β (t) (Φ(ε (t) , x (t) , µ (t) , λ (t)−min Φ) ,

and the anchor function h (t)

h (t) =
1

2

∥∥∥∥∥∥∥∥∥∥∥∥


ε (t)

x (t)

µ (t)

λ (t)

−

ε∗

x∗

µ∗

λ∗



∥∥∥∥∥∥∥∥∥∥∥∥

2

,

where


ε∗

x∗

µ∗

λ∗

 ∈ arg min Φ 6= ∅ is given. They are the basic constitutive blocks of

the function ξ : [t0,+∞)→ <+. And ξ (t) is a nonnegative function, we define

ξ (t) = Γ(t)
2
W (t) + h (t) + Γ (t) ḣ (t) , (3.4)



764 D. Jia, L. Wang, J. Sun & H. Zhuang

which is equivalent to that

ξ (t) = Γ(t)
2
β (t) (Φ(ε (t) , x (t) , µ (t) , λ (t)−min Φ)

+
1

2

∥∥∥∥∥∥∥∥∥∥∥∥


ε (t)

x (t)

µ (t)

λ (t)

−

ε∗

x∗

µ∗

λ∗

+ Γ (t)


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)



∥∥∥∥∥∥∥∥∥∥∥∥

2

.

Theorem 3.1. Let β : [t0,+∞) → <+ be a continuous positive function, γ :
[t0,+∞) → <+ is a continuous function that satisfies the assumptions H0. We
assume that the following growth conditions Hγ,β is satisfied linking γ (t) and β (t):

Hγ,β : Γ (t) β̇ (t) ≤ β (t) (3− 2γ (t) Γ (t)) .

Then, for every solution trajectory (ε, x, µ, λ) : [t0 → +∞) → < × <n × <l × <m
of the second-order differential equation system (3.1), the convergence rate of the
values is satisfied

Φ (ε (t) , x (t) , µ (t) , λ (t))−min Φ = O

(
1

β (t) Γ(t)
2

)
, (3.5)

as t→ +∞. In addition, the trajectory of the solution is bounded on [t0,+∞) .

Proof. For simplicity, let m = min Φ (ε, x, µ, λ). Computing the derivative of ξ (t)
as follows.

ξ̇ (t) = 2Γ (t) Γ̇ (t)W (t) + Γ(t)
2
Ẇ (t) + ḣ (t) + Γ̇ (t) ḣ (t) + Γ (t) ḧ (t) .

We firstly calculate the derivatives of the principal components, including the
derivatives of the global energy function W (t) and the anchor function h (t). By
the classical chain rule, we can obtain that

Ẇ (t) =

〈

ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)

 ,


ε̈ (t)

ẍ (t)

µ̈ (t)

λ̈ (t)


〉

+ β (t)

〈

ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)

 ,


∇εS(z)

T
S (z)

∇xS(z)
T
S (z)

∇µS(z)
T
S (z)

∇λS(z)
T
S (z)


〉

+β̇ (t) (Φ(ε (t) , x (t) , µ (t) , λ (t)−m)

=

〈

ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)

 ,


ε̈ (t)

ẍ (t)

µ̈ (t)

λ̈ (t)

+ β (t)


∇εS(z)

T
S (z)

∇xS(z)
T
S (z)

∇µS(z)
T
S (z)

∇λS(z)
T
S (z)


〉

+β̇ (t) (Φ(ε (t) , x (t) , µ (t) , λ (t)−m)
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=

〈

ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)

 ,−γ (t)


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)


〉

+ β̇ (t) (Φ(ε (t) , x (t) , µ (t) , λ (t)−m)

= −γ (t)

∥∥∥∥∥∥∥∥∥∥∥∥


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)



∥∥∥∥∥∥∥∥∥∥∥∥

2

+ β̇ (t) (Φ(ε (t) , x (t) , µ (t) , λ (t)−m) .

On the other hand, the derivative for the anchor function h (t) yields that

ḣ (t) =

〈

ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)

 ,


ε (t)− ε∗

x (t)− x∗

µ (t)− µ∗

λ (t)− λ∗


〉
,

ḧ (t) =

∥∥∥∥∥∥∥∥∥∥∥∥


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)



∥∥∥∥∥∥∥∥∥∥∥∥

2

+

〈

ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)

 ,


ε (t)− ε∗

x (t)− x∗

µ (t)− µ∗

λ (t)− λ∗


〉
.

Thus we can get that

γ (t) ḣ (t) + ḧ (t)

=

〈
γ (t)


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)

 ,


ε (t)− ε∗

x (t)− x∗

µ (t)− µ∗

λ (t)− λ∗


〉

+

〈

ε̈ (t)

ẍ (t)

µ̈ (t)

λ̈ (t)

 ,


ε (t)− ε∗

x (t)− x∗

µ (t)− µ∗

λ (t)− λ∗


〉

+

∥∥∥∥∥∥∥∥∥∥∥∥


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)



∥∥∥∥∥∥∥∥∥∥∥∥

2

=

〈
γ (t)


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)

+


ε̈ (t)

ẍ (t)

µ̈ (t)

λ̈ (t)

 ,


ε (t)− ε∗

x (t)− x∗

µ (t)− µ∗

λ (t)− λ∗


〉

+

∥∥∥∥∥∥∥∥∥∥∥∥


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)



∥∥∥∥∥∥∥∥∥∥∥∥

2
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= −β (t)

〈

∇εS(z)

T
S (z)

∇xS(z)
T
S (z)

∇µS(z)
T
S (z)

∇λS(z)
T
S (z)

 ,


ε (t)− ε∗

x (t)− x∗

µ (t)− µ∗

λ (t)− λ∗


〉

+

∥∥∥∥∥∥∥∥∥∥∥∥


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)



∥∥∥∥∥∥∥∥∥∥∥∥

2

≤ −β (t)


Φ


ε (t)

x (t)

µ (t)

λ (t)



T

−m


+

∥∥∥∥∥∥∥∥∥∥∥∥


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)



∥∥∥∥∥∥∥∥∥∥∥∥

2

≤

∥∥∥∥∥∥∥∥∥∥∥∥


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)



∥∥∥∥∥∥∥∥∥∥∥∥

2

.

The above inequality holds from the convex function property of Φ (ε, x, µ, λ).
So we can get the derivative of ξ (t) as follows.

ξ̇ (t) = 2Γ (t) Γ̇ (t)W (t) + Γ(t)
2
Ẇ (t) + ḣ (t) + Γ̇ (t) ḣ (t) + Γ (t) ḧ (t)

= 2Γ (t) Γ̇ (t)


1

2

∥∥∥∥∥∥∥∥∥∥∥∥


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)



∥∥∥∥∥∥∥∥∥∥∥∥

2

+ β (t)


Φ


ε (t)

x (t)

µ (t)

λ (t)



T

−m





+Γ(t)
2


−γ (t)

∥∥∥∥∥∥∥∥∥∥∥∥


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)



∥∥∥∥∥∥∥∥∥∥∥∥

2

+ β̇ (t)


Φ


ε (t)

x (t)

µ (t)

λ (t)



T

−m




+Γ (t)

(
γ (t) ḣ (t) + ḧ (t)

)

≤ 2Γ (t) Γ̇ (t)


1

2

∥∥∥∥∥∥∥∥∥∥∥∥


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)



∥∥∥∥∥∥∥∥∥∥∥∥

2

+ β (t)


Φ


ε (t)

x (t)

µ (t)

λ (t)



T

−m




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+Γ(t)2


−γ(t)

∥∥∥∥∥∥∥∥∥∥∥∥


ε̇(t)

ẋ(t)

µ̇(t)

λ̇(t)



∥∥∥∥∥∥∥∥∥∥∥∥

2

+β̇(t)


Φ


ε(t)

x(t)

µ(t)

λ(t)



T

−m





+Γ (t)


−β (t)


Φ


ε (t)

x (t)

µ (t)

λ (t)



T

−m


+

∥∥∥∥∥∥∥∥∥∥∥∥


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)



∥∥∥∥∥∥∥∥∥∥∥∥

2

≤ Γ (t)

∥∥∥∥∥∥∥∥∥∥∥∥


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)



∥∥∥∥∥∥∥∥∥∥∥∥

2

(
1 + Γ̇ (t)− γ (t) Γ (t)

)

+


Φ


ε (t)

x (t)

µ (t)

λ (t)



T

−m


Γ (t)

(
Γ (t) β̇ (t) + 2Γ̇ (t)β (t)− β (t)

)
.

We finally obtain by equation (3.3)

ξ̇ (t) ≤ (Φ (ε (t) , x (t) , µ (t) , λ (t))−m) Γ (t)
(

Γ (t) β̇ (t) + 2Γ̇ (t)β (t)− β (t)
)
,

which means that

ξ̇ (t) ≤ (Φ (ε (t) , x (t) , µ (t) , λ (t))−m) Γ (t)
(

Γ (t) β̇ (t) + β (t) (2γ (t) Γ (t)− 3)
)
.

Therefore, from the assumed growth conditions Hγ,β , it can be inferred that

ξ̇ (t) ≤ 0. That is, the function ξ (t) is decreasing on [t0,+∞). And then we get
ξ (t) ≤ ξ (t0). According to the formulation (3.4) of ξ (t), we deduce that, for all
t ≥ t0,

Φ (ε (t) , x (t) , µ (t) , λ (t))−min Φ ≤ ξ (t0)

β (t) Γ(t)
2 ,

that is,

Φ (ε (t) , x (t) , µ (t) , λ (t))−min Φ = O

(
1

β (t) Γ(t)
2

)
.
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In addition, let us show that the trajectory remains bounded. According to the
formulation and the decreasing of ξ (t), the following inequality holds.∥∥∥∥∥∥∥∥∥∥∥∥


ε (t)

x (t)

µ (t)

λ (t)

−

ε∗

x∗

µ∗

λ∗

+ Γ (t)


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)



∥∥∥∥∥∥∥∥∥∥∥∥

2

≤ 2ξ (t) ≤ 2ξ (t0) .

After developing the above inequality, we obtain∥∥∥∥∥∥∥∥∥∥∥∥


ε (t)

x (t)

µ (t)

λ (t)

−

ε∗

x∗

µ∗

λ∗



∥∥∥∥∥∥∥∥∥∥∥∥

2

+ 2Γ (t)

〈

ε (t)

x (t)

µ (t)

λ (t)

−

ε∗

x∗

µ∗

λ∗

 ,


ε̇ (t)

ẋ (t)

µ̇ (t)

λ̇ (t)


〉
≤ 2ξ (t0) . (3.6)

Set q(t) :=
∫ +∞
t0

ds
p(s) , considering the assumptions H0 :

∫ +∞
t0

du
p(u) <+∞, we can

obtain that the function q(t) :=
∫ +∞
t0

ds
p(s) is bounded in [t0,+∞). Moreover, we

can obtain the following equivalence relation.

q (t) =
Γ (t)

p (t)
,

q̇ (t) = − 1

p (t)
.

After dividing (3.6) by p (t), associative that above equivalence relation, we
obtain, with C = ξ(t0),

1

p (t)
h (t) + q (t) ḣ (t) ≤ C

p (t)
,∀t ∈ [t0,+∞) ,

equivalently,
q (t) ḣ (t)− q̇ (t) (h (t)− C) ≤ 0,∀t ∈ [t0,+∞) ,

where h (t) is the anchor function.

After dividing by q(t)
2
, we finally obtain

1

q(t)
2

[
q (t) ḣ (t)− q̇ (t) (h (t)− C1)

]
=

d

dt

(
h (t)− C1)

q (t)

)
≤ 0,∀t ∈ [t0,+∞) .

Integration of this inequality gives h(t) ≤ ξ(t0) (1 + q (t)). Therefore, the solution
trajectory is bounded, and this completes the proof.

4. Theoretical comparison of the first-order system
and the second-order system

In past research, the differential equation approach to solving the variational in-
equality problem has often been the first-order differential equation, i.e. Sun [16] et
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al. On account of the second-order cone constrained variational inequality problem
as a specific case of the variational inequality problem, here we introduce the ap-
proach of the neural network based on the metric projector for solving the second-
order cone constrained variational inequality problem from Sun [16] et al. The
first-order system is as follows.

dz (t)

dt
= −ρ∇Φ (z (t)) ,

z (t0) = z0,
(4.1)

where

∇Φ (z (t)) =


∇εS(z)

T
S (z)

∇xS(z)
T
S (z)

∇µS(z)
T
S (z)

∇λS(z)
T
S (z)

 ,

and z = (ε, x, µ, λ) ∈ < × <n ×<l ×<m , ρ > 0 is a scaling factor.
Comparing with Sun [16] et al, we can get the following results. And the com-

parison of theories with the first-order system (4.1) and the second-order system
(3.1) is shown in Table 4.1.

Table 1. The comparison of theories conditions with the first-order system (4.1) and the second-order
system (3.1) for solving the variational inequality problem.

Condition
The

First-Order System
The

Second-Order System

the convexity of Φ X

the nonsingularity of ∇Φ X

arg min Φ 6= ∅ X X

the compact of arg min Φ X

the positive semidefinite of JF (x∗) X

5. Numerical experiments

In order to demonstrate the effectiveness of the second-order differential equation
system (3.1) involving two time-dependent parameters for solving the variational
inequality problem (1.1), four examples are tested. The numerical implementation
is coded by Matlab 9.0 and the ordinary differential equation solver adopted is
ode45. In the following tests, the parameter γ (t) = α

t with α = 25 and β (t) ≡ 1.

Example 5.1. Let 〈
1

2
Dx, y − x

〉
≥ 0, ∀y ∈ C,

where

C = {x ∈ <n |Ax− a = 0, Bx− b ≤ 0} .
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A ∈ <l×n, B ∈ <m×n and D ∈ <n×n is a symmetric matrix. And a ∈ <l, b ∈ <m
with l +m ≤ n. Similarly to [15], we let

D = (Dij)n×n,

where

Dij =


2, i = j,

1, |i− j| = 1,

0, otherwise.

A=
[
Il×l0l×(n−l)

]
l×n, B=

[
0m×(n−m)Im×m

]
m×n, a= 0l×1 and b=

(
em1

, · · · , emp

)
,

where emi = (1, 0, · · · , 0)
T ∈ <mi . In our experiment, we set l = m = 3 and n = 6

for the simulations, and the variational inequality problem has x∗ = (0, 0, 0, 0, 0, 0)
as its solution.

The CPU-time to reach termination condition (seconds) and x∗ of Example
5.1 with the first-order differential equation system (4.1) and the second-order dif-
ferential equation system (3.1) for Example 5.1 are summarized in Table 5.1. The
solution trajectories x (t) of the second-order differential equation system (3.1) from
the given initial random points for Example 5.1 are showed in Figure 1. The com-
parison of error rates of ‖x (t)− x∗‖2 for the first-order differential equation system
(4.1) and the second-order differential equation system (3.1) for Example 5.1 are
showed in Figure 2.

Table 2. The CPU-time to reach termination condition (seconds) and numerical results of Example 5.1
with the first-order system (4.1) and the second-order system (3.1).

The First-Order System (4.1) The Second-Order System (3.1)

CPU-time(s) 0.052114 0.358340

x∗ of Example 5.1



3.1614e− 07

5.3598e− 07

6.0267e− 07

4.8481e− 07

2.0909e− 07

1.2831e− 07





5.4031e− 05

4.6095e− 05

1.6225e− 05

2.1543e− 05

5.4784e− 05

4.7972e− 05



Example 5.2. Consider the following variational inequality

〈F (x∗), y − x∗〉 ≥ 0, y ∈ C ,

where

C =
{
x ∈ <5 |−g(x) = x ≥ 0

}
,

and

F (x) = [2x1 − 4, ex2 − 1, 3x3 − 4,− sin(x4), x5]T.

Here x∗ = (2, 0, 1.333, 0, 0).
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Figure 1. Trajectories of x (t) of the second-order differential equation system (3.1) for Example 5.1
from six random initial points about x.
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Figure 2. Comparison of error rates of ‖x (t)− x∗‖2 for the first-order system (4.1) and the second-
order system (3.1) for Example 5.1.

The CPU-time to reach termination condition (seconds) and x∗ of Example
5.2 with the first-order differential equation system (4.1) and the second-order dif-
ferential equation system (3.1) for Example 5.2 are summarized in Table 5.2. The
solution trajectories x (t) of the second-order differential equation system (3.1) from
the given initial random points for Example 5.2 are showed in Figure 3. The com-
parison of error rates of ‖x (t)− x∗‖2 for the first-order differential equation system
(4.1) and the second-order differential equation system (3.1) for Example 5.2 are
showed in Figure 4.
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Table 3. The CPU-time to reach termination condition (seconds) and numerical results of Example 5.2
with the first-order system (4.1) and the second-order system (3.1).

The First-Order System (4.1) The Second-Order System (3.1)

CPU-time(s) 0.046629 2.508700

x∗ of Example 5.2


2

1.1276e− 16

1.333

1.3591e− 17

1.1789e− 16




2

3.5662e− 05

1.333

4.0498e− 06

3.5662e− 05


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Figure 3. Trajectories of x (t) of the second-order differential equation system (3.1) for Example 5.2
from five random initial points about x.

Example 5.3. Let

〈F (x∗) , y − x∗〉 ≥ 0, ∀y ∈ C

where

F (x) =



x3
1 − 8

x1 + x3
2 − 3

x3
3 + 8

x2
4 + x2 − 10

x5 + 1


.
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Figure 4. Comparison of error rates of ‖x (t)− x∗‖2 for the first-order system (4.1) and the second-
order system (3.1) for Example 5.2.

C =
{
x ∈ <5 : a ≤ x ≤ b

}
, a = (−1, 0,−5, 2,−3)

T
and b = (4, 6,−1, 7, 0)

T
. In our

experiment, the variational inequality problem has x∗ = (2, 1,−2, 3,−1)
T

as its
solution.

The CPU-time to reach termination condition (seconds) and x∗ of Example
5.1 with the first-order differential equation system (4.1) and the second-order dif-
ferential equation system (3.1) for Example 5.1 are summarized in Table 5.3. The
solution trajectories x (t) of the second-order differential equation system (3.1) from
the given initial random points for Example 5.3 are showed in Figure 5. The com-
parison of error rates of ‖x (t)− x∗‖2 for the first-order differential equation system
(4.1) and the second-order differential equation system (3.1) for Example 5.3 are
showed in Figure 6.

Table 4. The CPU-time to reach termination condition (seconds) and numerical results of Example 5.3
with the first-order system (4.1) and the second-order system (3.1).

The First-Order System (4.1) The Second-Order System (3.1)

CPU-time(s) 0.29512 5.50720

x∗ of Example 5.3 (2, 1,−2, 3,−1)
T

(2, 1,−2, 3,−1)
T

Example 5.4. Consider the following nonlinear variational inequality problem

F (x) =


2x1 + 0.2x3

1 − 0.5x2 + 0.1x3 − 4

−0.5x1 + x2 + 0.1x3
2 + 0.5

0.5x1 − 0.2x2 + 2x3 − 0.5

 ,

where

C =
{
x ∈ <3

∣∣x2
1 + 0.4x2

2 + 0.6x2
3 − 1 ≤ 0

}
.

The problem has a unique optimal solution x∗ = (1, 0, 0)
T

.
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Figure 5. Trajectories of x (t) of the second-order differential equation system (3.1) for Example 5.3
from five random initial points about x.
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Figure 6. Comparison of error rates of ‖x (t)− x∗‖2 for the first-order system (4.1) and the second-
order system (3.1) for Example 5.3.

The CPU-time to reach termination condition (seconds) and x∗ of Example
5.4 with the first-order differential equation system (4.1) and the second-order dif-
ferential equation system (3.1) for Example 5.4 are summarized in Table 5.4. The
solution trajectories x (t) of the second-order differential equation system (3.1) from
the given initial random points for Example 5.4 are showed in Figure 7. The com-
parison of error rates of ‖x (t)− x∗‖2 for the first-order differential equation system
(4.1) and the second-order differential equation system (3.1) for Example 5.4 are
showed in Figure 8.
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Table 5. The CPU-time to reach termination condition (seconds) and numerical results of Example 5.4
with the first-order system (4.1) and the second-order system (3.1).

The First-Order System (4.1) The Second-Order System (3.1)

CPU-time(s) 0.063617 0.565150

x∗ of Example 5.4 (1, 0, 0)
T

(1, 0, 0)
T
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Figure 7. Trajectories of x (t) of the second-order differential equation system (3.1) for Example 5.4
from three random initial points about x.

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05

Time(s)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

T
ra

je
ct

or
ie

s 
of

 ||
x(

t)
-x

* || 2

The First-Order System

(a) The First-Order System

0 5 10 15 20 25 30 35 40

Time(s)

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

T
ra

je
ct

or
ie

s 
of

 ||
x(

t)
-x

* || 2

The Second-Order System

(b) The Second-Order System

Figure 8. Comparison of error rates of ‖x (t)− x∗‖2 for the first-order system (4.1) and the second-
order system (3.1) for Example 5.4.
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6. Conclusions

In this paper, for the first time we establish the second-order differential equation
system (3.1) involving a positive viscous damping coefficient γ(t) and a time scale
coefficient β (t) inspired by Attouch et al [5] to solve the classical variational in-
equalities problem (1.1). We study the asymptotic behavior and convergence rate
of the trajectory of the second-order differential equation system (3.1). According
to the comparison of the theoretical conditions, numerical results and calculation
time with the first-order differential equation system (4.1), we can get that the the-
oretical constraints of the second-order system are looser than that of the first-order
system, but the accuracy of the numerical results and the speed of the calculation
time are less than that of the first-order system. At present, the differential equa-
tion method for solving variational inequality problems is still very preliminary, it
is need to be further improved.
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