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Abstract This paper is devoted to the study of the asymptotic dynamics of
stochastic fractional power dissipative equations with additive noise. A priori
estimates for solutions are derived under certain growth conditions for the
nonlinearity. We then prove that the random dynamical system has a unique
(L2, Lp)-random attractor with p > 2, and furthermore, the family of random
attractors is upper semi-continuous and regular at any point in [0,∞) under
the topology of p-norms.
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1. Introduction

Fractional differential equations have a wide range of applications in physics, biol-
ogy, chemistry and other fields of science (see [5, 24, 27, 28, 30, 35–37] for example).
Recently, some of the classical equations from physics have been postulated with
fractional derivatives to better describe complex phenomena (e.g., [11, 14,29,32]).

Our main interest in this work is to investigate the limiting behavior of random
attractors of the following stochastic fractional power dissipative equation with
additive noise defined in the entire space Rn:

du+
(

(−4)αu+ λu
)
dt = (f(x, u) + g(x))dt+ εhdW (t), (1.1)

where ε > 0, α ∈ (1/2, 1) and λ are positive constants, g ∈ Lp(Rn) ∩Hα(Rn), h ∈
H2(Rn)∩W 2,p(Rn) for some p > 2, and W is a two-sided real-valued Wiener process
on a complete probability space that results from the fact that small irregularity has
to be taken into account in some circumstances. In the various lemmas that follow
we assume the nonlinear function f(·, ·) satisfies some of the following conditions:

f(x, s)s ≤ −β1|s|p + γ1(x), (1.2)
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|f(x, s)| ≤ β2|s|p−1 + γ2(x), (1.3)∣∣∣∣ ∂∂sf(x, s)

∣∣∣∣ ≤ β3, (1.4)∣∣∣∣ ∂∂xf(x, s)

∣∣∣∣ ≤ γ3(x), (1.5)

where p > 1, βi (i = 1, 2, 3) are positive constants, γ1(x) ∈ L1(Rn) ∩ L∞(Rn), and
γ2(x) ∈ L2(Rn) ∩ Lq(Rn) with 1/p+ 1/q = 1, and γ3(x) ∈ L2(Rn).

Stochastic differential equations of this type arise naturally from physical sys-
tems when random forcing is considered. These random perturbations, such as
molecular collisions in gases and liquids and electric fluctuations in resistors [13],
very often are neglected during the derivation of these ideal models. On the other
hand, to build a more realistic model, one should include the perturbations, and
this will further help better understand the dynamical behavior of the model. One
way to characterize the micro effects by random perturbations in the dynamics of
the macro observable is through additive or multiplicative noise in the governing
equation. A crucial step to study stochastic partial differential equation is to ex-
amine the asymptotic behavior of the random dynamical systems generated by its
solutions. Some nice works along these lines have been done (see [2,4,6,8–10,12,16]
for example). In particular, in [18–23], the authors studied stochastic fractional
PDEs, and proved that the corresponding random dynamical system has a random
attractor in L2. Furthermore, when the state space is a Hilbert space, the upper
semi-continuity of attractors for PDEs or stochastic PDEs is discussed, such as [15]
for deterministic case and [26] for stochastic case.

However, to the authors’ best knowledge, there are no such results for stochastic
fractional PDEs while the state space is a Banach space. The purpose of the present
paper is to close this gap and study the upper semi-continuity of random attractors
in the Banach space Lp for stochastic fractional power dissipative equation.

The paper is organized as follows. In Section 2, some preliminaries, notations
and random attractor theories for random dynamical systems are introduced. A
continuous random dynamical system for the stochastic fractional power dissipative
equation is defined in Section 3. In Section 4, we derive uniform estimates for
solutions in L2. Uniform estimates for solutions in Lp are established in Section 5,
while the upper semi-continuity and regularity of random attractors are investigated
in Section 6.

2. Preliminaries and notations

For convenience, we first recall some concepts related to random attractors for
stochastic dynamical systems (see [2, 3, 9] for more details).

Given two state spaces L2(Rn) and Lp(Rn) (p > 2) equipped with norms ‖ · ‖
and ‖·‖p respectively. Let Φ : R+×Ω×L2 → L2, (t, ω, u) 7→ Φ(t, ω, u) be a random
dynamical system (RDS) over a measurable dynamical system (Ω,F ,P, (θt)t∈R) on
L2. The RDS Φ is always assumed to satisfy

Φ(t, ω, L2) ⊂ Lp for every t > 0, P-a.s. ω ∈ Ω. (2.1)

Definition 2.1. (Ω,F ,P, (θt)t∈R) is called a measurable dynamical system, if θ :
R× Ω→ Ω is (B(R)×F ,F)-measurable, θ0 = I, θt+s = θt ◦ θs for all t, s ∈ R, and
θtA = A for all t ∈ R and A ∈ F .
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Definition 2.2. A stochastic process Φ(t, ω) is called a continuous random dy-
namical system (RDS) over (Ω,F ,P, (θt)t∈R) if Φ is (B(R+) × F × B(X),B(X))-
measurable, and for all ω ∈ Ω,

(i) the mapping Φ : R+ × Ω×X → X is continuous;

(ii) Φ(0, ω) = I on X;

(iii) Φ(t+ s, ω, χ) = Φ(t, θsω,Φ(s, ω, χ)) for all t, s ≥ 0 and χ ∈ X (cocycle prop-
erty).

Definition 2.3. A set-valued mapping B : Ω → S(L2) is said to be a random
set if the mapping ω 7→ d(u,B(ω)) is F-measurable for each u ∈ L2, where S(L2)
denotes the class of all subsets in L2. A set-valued mapping B : Ω→ S(L2) is called
tempered with respect to (θt)t∈R if for P-a.s. ω ∈ Ω and all ε > 0,

lim
t→∞

e−εtd(B(θ−tω)) = 0,

where d(B) = supu∈B ‖u‖.

Let Φ(t, w) be a continuous random dynamical system over (Ω,F ,P, (θt)t∈R),
and let D be the collection of all tempered random set in L2.

Definition 2.4. Let D be a collection of random subsets of X and {K(ω)}ω∈Ω ∈ D.
Then {K(ω)}ω∈Ω is called an absorbing set of Φ in D if for all B ∈ D and P-a.s.
ω ∈ Ω, there exists tB(ω) > 0 such that

Φ(t, θ−tω,B(θ−tω)) ⊆ K(ω), t ≥ tB(ω).

Definition 2.5. A set-valued mapping A : Ω → S(L2 ∩ Lp) is called a (L2, Lp)-
random attractor for a RDS Φ if the following conditions are satisfied,

(i) A is tempered and random set in L2, and A(ω) is compact in Lp for P-a.s.
ω ∈ Ω;

(ii) A is invariant under Φ, that is,

Φ(t, ω,A(ω)) = A(θtω), for all t ≥ 0 and for a.s. ω ∈ Ω;

(iii) A attracts every element B ∈ D under the topology of Lp, that is,

lim
t→∞

dp(Φ(t, θ−tω,B(θ−tω)),A(ω)) = 0,

where dp is the Hausdorff semi-metric given by dp(Y,Z) = supu∈Y infv∈Z ‖u− v‖p.

We show some concepts of convergence and uniform asymptotic compactness for
a family of RDS Φ as follows.

Definition 2.6. A family Φε with ε ∈ (0, a] of RDS is said to be convergent on
(0, a] under the topology of L2 if ‖Φε(t, ω, u)−Φε0(t, ω, u0)‖ → 0 when ε→ ε0 and
‖u−u0‖ → 0 for all ε0 ∈ (0, a], t > 0 and ω ∈ Ω. A family Φε with ε ∈ (0, a] of RDS
is said to converges to a deterministic DS Φ0 in L2 if ‖Φε(t, ω, u)−Φε0(t, ω, u0)‖ → 0
when ε ↓ ε0 and ‖u− u0‖ → 0 for all ε0 ∈ (0, a], t > 0 and ω ∈ Ω.

Definition 2.7. A family Φε(ε ∈ I, an indexed set) of RDS is said to be uniformly
asymptotically compact in L2 (resp. Lp) if the sequence {Φεn(tn, θ−tnω, un)} is
precompact in L2 (resp. Lp) whenever εn ∈ I, tn → +∞ and un → +∞ and
un ∈ B(θ−tnω) with B ∈ D.
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From [38], the following statement holds:

un ∈ L2 ∩ Lp, ‖un − u0‖ → 0 and ‖un − u′0‖p → 0,⇒ u0 = u′0 ∈ L2 ∩ Lp.

By [16], we have the following result.

Theorem 2.1. Let Φε(ε ∈ (0, a]) be a family of continuous RDS on L2 over
(Ω,F ,P, (θt)t∈R) and Φ0 a DS on L2. Both Φε and Φ0 take their values in Lp

in the sense of 2.5. Assume the following four statements hold.

(i) Φε is convergent on (0, a] and Φε converges to Φ0 as ε ↓ 0 in L2;

(ii) every Φε has a closed and random absorbing set Eε(ω) in L2 such that E :=
{∪ε∈(0,a]Eε(ω)} is a tempered set and, for a deterministic positive constant c,

lim sup
ε↓0

‖Eε(ω)‖ ≤ c;

(iii) the family Φε is uniformly asymptotically compact in L2;

(iv) the family Φε is uniformly asymptotically compact in Lp.

Then every Φε has a unique (L2, Lp)-random attractor Aε such that A(ω) :=
∪ε∈(0,a]Eε(ω) is precompact in L2 ∩Lp and the family Aε is upper semi-continuous
at any point ε0 ∈ (0, a], i.e.,

lim
ε→ε0

d(Aε(ω),Aε0(ω)) = lim
ε→ε0

dp(Aε(ω),Aε0(ω)) = 0.

Moreover, if the DS Φ0 has a (L2, Lp)-attracting set A0, then Aε converges to A0

under the p-norm
lim
ε↓0

dp(Aε(ω),A0) = 0.

In [16], a condition (iv)’ is given to replace the condition (iv), which is stated as

(iv)’ For any η > 0 and B ∈ D, there exist two positive random variables T and M
(independent of ε) such that P-a.s.

sup
0<ε≤a

sup
u0∈B(θ−tω)

∫
D(|Φε|≥M)

|Φε(t, θ−tω, u0)|pdx < η for all t ≥ T,

where D(|Φε| ≥M) := {x ∈ D|(Φε(t, θ−tω, u0))(x) ≥M}.

We next briefly recall some notations that are related to the fractional derivative
and fractional Sobolev space. To get started, we present the definition and the

properties of (−4)α by Fourier series ( [29]). The negative powers (−4)
β
2 (that is

(−4)−
β
2 , Reβ > 0), can be represented by Riesz potentials

(Iβϕ)(x) =
1

γ(β)

∫
Rn
|x− y|−n+βϕ(y)dy,

where γ(β) = πn/22βΓ(β2 )/Γ(n2 −
β
2 ). Using the Fourier transform

Φ(ξ) =

∫
Rn
ϕ(x, t)e−ix·ξdx,
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one can define (−4)
β
2 as

F{(−4)
β
2 ϕ} = |k|βΦ,

(−4)
β
2 ϕ = F−1{|k|βΦ} =

1

(2π)n

∫
Rn
|k|βΦeik·xdk.

Let H2α(Rn) denote the complete Sobolev space of order α under the norm:

‖u‖2H2α(Rn) =

∫
Rn

(1 + |k|4α)|û(k)|2dk.

By the definition of (−4)α, the following formula for integration by parts can be
easily established.

Lemma 2.1. For f, g ∈ H2α(Rn), one has∫
Rn

(−4)αf · gdx =

∫
Rn

(−4)α1f · (−4)α2gdx, (2.2)

where α1, α2 are nonnegative constants with α1 + α2 = α.

By [7], we have the following lemmas. Let C2
0 (Rn) denote the functions in

C2(Rn) with compact support and C2(Tn) = {u : Tn → R|u is twice continuously
differentiable}.

Lemma 2.2. If 0 ≤ α ≤ 2, x ∈ Rn, Tn and θ ∈ C2
0 (Rn), C2(Tn). Then the

following inequality holds:

2θ(−4)α/2θ(x) ≥ (−4)α/2θ2(x). (2.3)

Lemma 2.3. If 0 ≤ α ≤ 2, and θ ∈ C2
0 (Rn)(C2(Tn)), it follows that∫

|θ|p−2θ(−4)α/2θ(x) ≥ 1

p

∫
|(−4)α/4θp/2|2dx, (2.4)

where p = 2j and j is a positive integer.

We now recall the Gagliardo-Nirenberg’s inequality ( [25]), which is used very
often in our analysis.

Lemma 2.4. Let u belong to Lq(Rn) and its derivatives of order m, Dmu, belong to
Lr(Rn), 1 ≤ q, r ≤ ∞. For the derivatives Dju, 0 ≤ j < m, the following inequality
holds ∥∥Dju

∥∥
Lp
≤ c
∥∥Dmu

∥∥θ
Lr
‖u‖1−θLq , (2.5)

where

1

p
=
j

n
+ θ

(
1

r
− m

n

)
+ (1− θ)1

q
, for all θ in the interval

j

m
≤ θ ≤ 1

(the constant c depending only on n,m, j, q, r, θ), with the following exceptional cases
(i) If j = 0, rm < n and q = ∞, then we make the additional assumption that

either u tends to zero at infinite or u ∈ Lq̃ for some finite q̃ > 0.
(ii) If 1 < r < ∞ and m − j − n/r is a nonnegative integer, then (2.5) holds

only for θ satisfying j/m ≤ θ < 1.
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To end this section, we comment that, in our following discussions, we denote
by ‖ · ‖ and (·, ·) the norm and the inner product in L2(Rn) and use ‖ · ‖p to denote
the norm in Lp(Rn). The letters c, cj(j = 1, 2, · · · ) are generic positive constants
which may change their values from line to line or even in the same line.

3. Stochastic semilinear fractional power dissipa-
tive equation

In the sequel, we consider the probability space (Ω,F ,P) where

Ω = {ω ∈ C(R,R) : ω(0) = 0} .

F is the Borel σ-algebra induced by the compact-open topology of Ω, and P the
corresponding Wiener measure on (Ω,F). Define a shift on ω by

θtω(·) = ω(·+ t)− ω(t), ω ∈ Ω, t ∈ R.

Then
(
Ω,F ,P, (θt)t∈R

)
is a metric dynamical system.

In this section, we discuss the existence of a continuous random dynamical sys-
tem for the stochastic semilinear fractional power equation perturbed by additive
noise. Thanks to the special linear additive noise, the stochastic semilinear frac-
tional power equation can be reduced to an equation with random coefficients by

a suitable change of variable. Let z(ω) = hφ(ω) where φ(ω) = −λ
∫ 0

−∞ eλτω(τ)dτ
such that t 7→ φ(θtω) is a pathwise continuous solution of the stochastic equation:

dφ+ λφdt = dW (t). (3.1)

Note that the random variable |φ(ω)| is tempered and φ(θtω) is P-a.e. continuous.
Therefore, from Proposition 4.3.3 in [1], there exists a tempered function r(ω) > 0
such that

|φ(ω)|2 + |φ(ω)|p ≤ r(ω), (3.2)

where r(ω) satisfies, for P-a.s. ω ∈ Ω,

r(θtω) ≤ eλ2 |t|r(ω), t ∈ R. (3.3)

From (3.2) and (3.3), we obtain that, for P-a.s. ω ∈ Ω,

|φ(θtω)|2 + |φ(θtω)|p ≤ eλ2 |t|r(ω), t ∈ R. (3.4)

We rewrite the unknown v(t) as v(t) = u(t) − εz(θtω) to obtain the following
random differential equation

vt + (−4)αv + λv = f
(
x, v + εz(θtω)

)
+ g − ε(−4)αz(θtω) (3.5)

with the initial data

v(0, ω, v0) = v0 = u0 − εz(ω), x ∈ Rn. (3.6)

It has been shown in [19] that, for any initial L2-valued random element u0 = u0(ω)
and for P-a.s. ω ∈ Ω, there is a unique solution

v(·, ω, v0) ∈ C([0,∞), L2) ∩ L2((0, T ), H1) ∩ Lp((0, T ), Lp) for any T > 0. (3.7)
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Next, we construct a random dynamical system modeling the stochastic frac-
tional power dissipative equation. The existence and uniqueness of the solution
for the problem (3.5)–(3.6) can be obtained (see [17]), which defines a stochastic
dynamical system (Φ(t))t≥0 over (Ω,F ,P, (θt)t∈R) by

Φ(t, ω, v0) = v(t, ω, v0), for v0 ∈ L2(Rn), t ≥ 0 and for all ω ∈ Ω.

Therefore the stochastic process u(t, ω, u0) = v(t, ω, u0 − εz(ω)) + εz(θtω) is a
solution of (1.1) such that u(0, ω) = u0(ω).

The measurable mapping Ψε : R+×Ω×L2(Rn)→ L2(Rn) for every ε > 0 given
by

Ψε(t, ω, u0) = u(t, ω, u0) = v(t, ω, u0 − εz(ω)) + εz(θtω)

forms a continuous RDS over (Ω,F ,P, (θt)t∈R) on the state space L2. It is obvious
from (3.7) that the system Ψε take its values in Lp in the sense of (2.1). When
ε = 0, equation (1.1) defines an operator semigroup Ψ0 in L2 with a global (L2, Lp)-
attractor A0.

4. Uniform estimates of solutions in L2(Rn)

In this section, we deduce uniform estimates on the solutions with respect to the
small parameter ε in L2(Rn). From now on, we always suppose that D is the
collection of all tempered random subsets of L2(Rn). And we assume that the
stochastic process uε (sometimes we write u if no confusion) and vε are the solutions
of equations (1.1) and (3.5) respectively.

Lemma 4.1. For every 0 < ε ≤ 1 and B ∈ D, there exist a random time T =
T (B) > 0 and a positive constant c (independent of ε) such that P-a.s. for all
t ≥ T

sup
u0∈B(θ−tω)

‖uε(t, θ−tω, u0)
∥∥2 ≤ c(1 + εr(ω)) (4.1)

and

sup
u0∈B(θ−tω)

∫ t

0

eλ(τ−t)‖uε(τ, θ−tω, u0)
∥∥p
p
dτ ≤ c(1 + εr(ω)) (4.2)

where r(ω) is a tempered random variable such that τ 7→ r(θτω) is continuous.

Proof. Taking the inner product in L2 of (3.5) with v, we obtain

1

2

d

dt
‖v‖2 + ‖(−4)

α
2 v‖2 + λ‖v‖2

=

∫
Rn
f
(
x, v + εz(θtω)

)
vdx+

(
g − ε(−4)αz(θtω), v

)
. (4.3)

Now we estimate the two terms on the right-hand side of (4.3). For the first term,
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applying conditions (1.2) and (1.3), together with Young’s inequality, we obtain∫
Rn
f
(
x, v + εz(θtω)

)
vdx

=

∫
Rn
f
(
x, v + εz(θtω)

)(
v + εz(θtω)

)
dx− ε

∫
Rn
f(x, v + εz(θtω)

)
z(θtω)dx

≤− β1

∫
Rn
|u|pdx+

∫
Rn
γ1(x)dx− ε

∫
Rn
f
(
x, u

)
z(θtω)dx

≤− β1

∫
Rn
|u|pdx+

∫
Rn
γ1(x)dx+ ε

∫
Rn

(
β2|u|p−1 + γ2(x)

) ∣∣z(θtω)
∣∣dx

≤− 1

2
β1‖u‖pp + εc2

(
‖z(θtω)‖pp + ‖z(θtω)‖2

)
+ c3,

(4.4)

where c2 and c3 do not depend on ε, and we have used the fact 0 < ε ≤ 1. For the
second one, integrating by parts and applying Young’s inequality, we have(

g − ε(−4)αz(θtω), v
)

=
(
g, v
)
−
(
ε(−4)

α
2 z(θtω), (−4)

α
2 v
)

≤ ε
∥∥(−4)

α
2 z(θtω)

∥∥2
+

1

2

∥∥(−4)
α
2 v
∥∥2

+
1

2λ
‖g‖2 +

λ

2
‖v‖2. (4.5)

Substituting (4.4) and (4.5) into (4.3), we get

d

dt
‖v‖2+

∥∥(−4)
α
2 v
∥∥2

+λ‖v‖2+β1‖u‖pp

≤εc4
(
‖z(θtω)‖pp + ‖z(θtω)‖2+

∥∥(−4)
α
2 z(θtω)

∥∥2
)

+c5.
(4.6)

With z(θtω) = hφ(θtω) and h ∈ H2(Rn)∩W 2,p(Rn), the right-hand side of (4.6) is
bounded by

εc4c6
(∣∣φ(θtω)

∣∣p +
∣∣φ(θtω)

∣∣2)+ c7 , εc4η1(θtω) + c7. (4.7)

It follows from (4.6) and (4.7) that, for all t ≥ 0,

d

dt
‖v‖2+

∥∥(−4)
α
2 v
∥∥2

+λ‖v‖2+β1‖u‖pp ≤ εc4η1(θtω) + c7. (4.8)

Multiplying (4.8) by eλt and then integrating the inequality, we deduce that, for all
t ≥ 0,

‖v(t, ω, v0(ω)‖2 + β1

∫ t

0

eλ(s−t)∥∥u(s, ω, u0(ω))
∥∥p
p
ds

≤ e−λt‖v0(ω)‖2 + εc4

∫ t

0

eλ(s−t)η1(θsω)ds+
c7
λ
. (4.9)

By (3.4), we obtain that for P-a.s. ω ∈ Ω,

η1(θsω) ≤ c6e
1
2λ|s|r(ω), ∀ s ∈ R. (4.10)

Replacing ω by θ−tω in (4.9) and using (4.10), we have, for all t ≥ 0,∥∥v(t, θ−tω, v0(θ−tω))
∥∥2

+ β1

∫ t

0

eλ(s−t)∥∥u(s, θ−tω, u0(θ−tω))
∥∥p
p
ds
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≤ e−λt
∥∥v0(θ−tω)

∥∥2
+ εc4c6

∫ 0

−t
e

1
2λτr(ω)dτ +

c7
λ

≤ e−λt
∥∥v0(θ−tω)

∥∥2
+ εc8r(ω) +

c7
λ
. (4.11)

Note that
u(t, ω, u0(ω)) = v

(
t, ω, v0(ω)

)
+ εz(θtω).

It follows from (4.11) that, for all t ≥ 0,∥∥u(t, θ−tω, u0(θ−tω))
∥∥2

=
∥∥v(t, θ−tω, v0(θ−tω)) + εz(ω)

∥∥2

≤2
∥∥v(t, θ−tω, v0(θ−tω))

∥∥2
+ 2ε‖z(ω)‖2

≤2e−λt
∥∥u0(θ−tω)− εz(θ−tω)

∥∥2
+ εc8r(ω) +

c7
λ

+ 2ε‖z(ω)‖2

≤4e−λt
(∥∥u0(θ−tω)

∥∥2
+
∥∥z(θ−tω)

∥∥2
)

+ εc8r(ω) +
c7
λ

+ 2ε‖z(ω)‖2.

(4.12)

By the assumption, {B(ω)}ω∈Ω ∈ D is tempered. On the other hand, by Definition
2.3, ‖z(ω)‖2 is also tempered. Therefore, if u0(θ−tω) ∈ B(θ−tω) and v0(θ−tω) ∈
B(θ−tω), then there exists T = T (B,ω) > 0 such that for all t ≥ T ,

e−λt
∥∥v0(θ−tω)

∥∥2 ≤ 4e−λt
(∥∥u0(θ−tω)

∥∥2
+
∥∥z(θ−tω)

∥∥2
)
≤ 1.

It follows from (4.11) and (4.12) that, for all t ≥ T ,∫ t

0

eλ(s−t)∥∥u(s, θ−tω, u0(θ−tω))
∥∥p
p
ds ≤ c

(
1 + εr(ω)

)
,∥∥u(t, θ−tω, u0(θ−tω))

∥∥2 ≤ c
(
1 + εr(ω)

)
.

This completes the proof.

Lemma 4.2. For every 0 < ε ≤ 1 and B ∈ D. Then, for every T1 ≥ 0 and P-a.s.
ω ∈ Ω, one has, for all t ≥ T1,∫ t

T1

eλ(s−t)∥∥(−4)
α
2 v(s, θ−tω, v0(θ−tω))

∥∥2
ds ≤ e−λt

∥∥v0(θ−tω)
∥∥2

+ c
(
εr(ω) + 1

)
(4.13)

and

β1

∫ t

T1

eλ(s−t)∥∥u(s, θ−tω, u0(θ−tω))
∥∥p
p
ds ≤ e−λt

∥∥v0(θ−tω)
∥∥2

+ c
(
εr(ω) + 1

)
.

(4.14)

Proof. Replacing t by T1 and then replacing ω by θ−tω in (4.9), we have

∥∥v(T1, θ−tω, v0(θ−tω))
∥∥2 ≤ e−λT1

∥∥v0(θ−tω)
∥∥2

+ εc4

∫ T1

0

eλ(s−T1)η1(θs−tω)ds+ c.

Multiplying the above inequality by eλ(T1−t) and using (4.10), we obtain

eλ(T1−t)
∥∥v(T1, θ−tω, v0(θ−tω))

∥∥2
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≤ e−λt
∥∥v0(θ−tω)

∥∥2
+ εc4

∫ T1

0

eλ(s−t)η1(θs−tω)ds+ ceλ(T1−t)

≤ e−λt
∥∥v0(θ−tω)

∥∥2
+ εc4c6r(ω)

∫ T1−t

−t
e

1
2λsds+ ceλ(T1−t)

≤ e−λt
∥∥v0(θ−tω)

∥∥2
+

2

λ
εc4c6r(ω)e

1
2λ(T1−t) + ceλ(T1−t). (4.15)

By (4.8), one has, for all t ≥ T1,

‖v(t, ω, v0(ω))‖2 +

∫ t

T1

eλ(s−t)∥∥(−4)
α
2 v(s, ω, v0(ω))

∥∥2
ds

+ β1

∫ t

T1

eλ(s−t)‖u(s, ω, u0(ω))‖ppds

≤eλ(T1−t)‖v(T1, ω, v0(ω))‖2 + εc4

∫ t

T1

eλ(s−t)η1(θsω)ds+ c

∫ t

T1

eλ(s−t)ds.

(4.16)

Dropping the first term on the left-hand side of (4.16), replacing ω by θ−tω in (4.16)
and using (4.10), we obtain, for all t ≥ T1,∫ t

T1

eλ(s−t)∥∥(−4)
α
2 v(s, θ−tω, v0(θ−tω))

∥∥2
ds

+ β1

∫ t

T1

eλ(s−t)∥∥u(s, θ−tω, u0(θ−tω))
∥∥p
p
ds

≤eλ(T1−t)
∥∥v(T1, θ−tω, v0(θ−tω))

∥∥2
+ εc4

∫ t

T1

eλ(s−t)η1(θs−tω)ds+ c

∫ t

T1

eλ(s−t)ds

≤eλ(T1−t)
∥∥v(T1, θ−tω, v0(θ−tω))

∥∥2
+ εc4c6r(ω)

∫ 0

T1−t
e

1
2λτdτ +

c

λ

≤eλ(T1−t)
∥∥v(T1, θ−tω, v0(θ−tω))

∥∥2
+ c
(
εr(ω) + 1

)
.

(4.17)

Combining (4.15) and (4.17), we have∫ t

T1

eλ(s−t)∥∥(−4)
α
2 v(s, θ−tω, v0(θ−tω))

∥∥2
ds

+ β1

∫ t

T1

eλ(s−t)∥∥u(s, θ−tω, u0(θ−tω))
∥∥p
p
ds

≤e−λt
∥∥v0(θ−tω)

∥∥2
+ c
(
εr(ω) + 1

)
.

This completes the proof.

Lemma 4.3. For every 0 < ε ≤ 1, B ∈ D and u0(ω) ∈ B(ω). Then, for ω ∈ Ω,
there exists T = T (B,ω) > 0 such that for all t ≥ T ,

(i) the solution u(t, ω, u0(ω)) of problem (1.1) satisfies

β1

∫ t+1

t

∥∥u(s, θ−t−1ω, v0(θ−t−1ω)
)∥∥p
p
ds ≤ c

(
εr(ω) + 1

)
, (4.18)∫ t+1

t

∥∥(−4)
α
2 u
(
s, θ−t−1ω, u0(θ−t−1ω)

)∥∥2
ds ≤ c

(
εr(ω) + 1

)
. (4.19)
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(ii) the solution v(t, ω, v0(ω)) of problem (3.5)–(3.6) satisfies∫ t+1

t

∥∥(−4)
α
2 v
(
s, θ−t−1ω, v0(θ−t−1ω)

)∥∥2
ds ≤ c

(
εr(ω) + 1

)
. (4.20)

Proof. Replacing t by t+ 1 and then replacing T1 by t in (4.13), we have∫ t+1

t

eλ(s−t−1)
∥∥(−4)

α
2 v
(
s, θ−t−1ω, v0(θ−t−1ω)

)∥∥2
ds

≤e−λ(t+1)‖v0(θ−t−1ω)‖2 + c
(
εr(ω) + 1

)
.

(4.21)

For all s ∈ [t, t+ 1], we know eλ(s−t−1) ≥ e−λ. So, (4.21) can be rewritten as

e−λ
∫ t+1

t

∥∥(−4)
α
2 v
(
s, θ−t−1ω, v0(θ−t−1ω)

)∥∥2
ds

≤e−λ(t+1)‖v0(θ−t−1ω)‖2 + c
(
εr(ω) + 1

)
≤2e−λ(t+1)

(
‖u0(θ−t−1ω)‖2 + ‖z(θ−t−1ω)‖2

)
+ c
(
εr(ω) + 1

)
.

(4.22)

Since ‖u0(ω)‖2 and ‖z(ω)‖2 are tempered, there exists T = T (B,ω) > 0 such that
for all t ≥ T ,

2e−λ(t+1)
(
‖u0(θ−t−1ω)‖2 + ‖z(θ−t−1ω)‖2

)
≤ 1.

It follows from (4.22) that, for all t ≥ T ,∫ t+1

t

∥∥(−4)
α
2 v
(
s, θ−t−1ω, v0(θ−t−1ω)

)∥∥2
ds ≤ c

(
εr(ω) + 1

)
. (4.23)

Using (4.14) and repeating the above process, we have, for all t ≥ T ,

β1

∫ t+1

t

∥∥u(s, θ−t−1ω, v0(θ−t−1ω)
)∥∥p
p
ds ≤ c

(
εr(ω) + 1

)
. (4.24)

By (4.23), one has∫ t+1

t

∥∥(−4)
α
2 u
(
s, θ−t−1ω, u0(θ−t−1ω)

)∥∥2
ds

≤2

∫ t+1

t

∥∥(−4)
α
2 v
(
s, θ−t−1ω, v0(θ−t−1ω)

)∥∥2
ds+ 2ε

∫ t+1

t

∥∥(−4)
α
2 z(θs−t−1ω)

∥∥2
ds

≤c
(
εr(ω) + 1

)
+ cε

∫ t+1

t

e
λ
2 (t+1−s)r(ω)ds ≤ c

(
εr(ω) + 1

)
.

(4.25)

We complete the proof.

Lemma 4.4. For every 0 < ε ≤ 1 and B ∈ D. Then for P-a.e. ω ∈ Ω, there exist
a random time T = T (B) > 0 and a positive constant c (independent of ε) such
that P-a.s. for all t ≥ T the solution u(t, ω, u0(ω)) of problem (1.1) satisfies,

‖(−4)
α
2 u(t+ 1, θ−t−1ω, u0(θ−t−1ω))‖2 ≤ c

(
εr(ω) + 1

)
.
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Proof. Taking the inner product in L2 of (3.5) with (−4)αv , we obtain

1

2

d

dt
‖(−4)

α
2 v‖2 + λ‖(−4)

α
2 v‖2 + ‖(−4)αv‖2

=

∫
Rn
f(x, u)(−4)αvdx+

(
g − ε(−4)αz(θtω), (−4)αv

)
.

(4.26)

Now, we estimate the first term on the right-hand side of (4.26). Integrating by
parts, using (1.4) and (1.5), then using Young’s inequality and Gagliardo-Nirenberg
inequality, we infer that∫

Rn
f(x, u)(−4)αvdx

≤
∫
Rn

∣∣∣∣∂f∂x (x, u)

∣∣∣∣ ∣∣∣(−4)α−
1
2 v
∣∣∣ dx+

∫
Rn

∣∣∣∣∂f∂u (x, u)

∣∣∣∣ |∇u| ∣∣∣(−4)α−
1
2 v
∣∣∣ dx

≤1

2

(
‖γ3‖2 + β2

3

(
‖∇v‖2 + ε‖∇z(θtω)‖2

)
+ ‖(−4)α−

1
2 v‖2

)
≤1

2

(
‖γ3‖2 + β2

3‖∇z(θtω)‖2 + cβ2
3‖(−4)αv‖ 1

α ‖v‖
2α−1
α + c‖(−4)αv‖

2α−1
α ‖v‖ 1

α

)
≤1

4
‖(−4)αv‖2 + c

(
‖γ3‖2 + ‖u‖2

)
+ cε

(
‖z(θtω)‖2 + ‖∇z(θtω)‖2

)
(4.27)

and(
g − ε(−4)αz(θtω), (−4)αv

)
≤ 1

4
‖(−4)αv‖2 + cε

(
‖4z(θtω)‖2 + ‖z(θtω)‖2

)
+ c.

(4.28)

Substituting (4.27) and (4.28) into (4.26), we infer that

d

dt
‖(−4)

α
2 v‖2 + 2λ‖(−4)

α
2 v‖2 + ‖(−4)αv‖2 ≤ c‖u‖2 + cεη2(θtω) + c, (4.29)

where η2(θtω) = ‖4z(θtω)‖2 +‖∇z(θtω)‖2 +‖z(θtω)‖2. Note that z(θtω) = hφ(θtω)
and h ∈ H2(Rn) ∩W 2,p(Rn), together with (3.3), we obtain

η2(θtω) ≤ c|φ(θtω)|2 ≤ ceλ2 |t|r(ω), for all t ∈ R. (4.30)

Let T be the positive constant in Lemma 4.3, take t ≥ T and s ∈ (t, t + 1).
Integrating (4.29) over (s, t+ 1), one has

‖(−4)
α
2 v(t+ 1, ω, v0(ω))‖2

≤ ‖(−4)
α
2 v(s, ω, v0(ω))‖2 + c

∫ t+1

s

‖u(τ, ω, u0(ω)‖2dτ +

∫ t+1

s

(cεη2(θτω) + c)dτ

≤ ‖(−4)
α
2 v(s, ω, v0(ω))‖2 + c

∫ t+1

t

‖u(τ, ω, u0(ω)‖2dτ +

∫ t+1

t

(cεη2(θτω) + c)dτ.

Now integrating the above inequality with respect to s over (t, t+ 1), we infer that

‖(−4)
α
2 v(t+ 1, ω, v0(ω))‖2
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≤
∫ t+1

t

‖(−4)
α
2 v(s, ω, v0(ω))‖2ds+

∫ t+1

t

(cεη2(θτω) + c)dτ

+c

∫ t+1

t

‖u(τ, ω, u0(ω)‖2dτ.

Replacing ω by θ−t−1ω, we deduce that

‖(−4)
α
2 v(t+ 1, θ−t−1ω, v0(θ−t−1ω))‖2

≤
∫ t+1

t

‖(−4)
α
2 v(s, θ−t−1ω, v0(θ−t−1ω))‖2ds

+c

∫ t+1

t

‖u(τ, θ−t−1ω, u0(θ−t−1ω)‖2dτ +

∫ t+1

t

(cεη2(θτ−t−1ω) + c)dτ.

It follows from (4.2) and (4.20) that, for all t ≥ T ,

‖(−4)
α
2 v(t+ 1, θ−t−1ω, v0(θ−t−1ω))‖2

≤c(εr(ω) + 1) + cε

∫ 0

−1

η2(θτω)dτ

≤c(εr(ω) + 1) +

∫ 0

−1

cεe−
λ
2 τr(ω)dτ ≤ c(εr(ω) + 1).

(4.31)

By (3.3) and (4.31), we obtain that, for all t ≥ T ,

‖(−4)
α
2 u(t+ 1, θ−t−1ω, u0(θ−t−1ω))‖2

=‖(−4)
α
2 v(t+ 1, θ−t−1ω, v0(θ−t−1ω))− ε(−4)

α
2 z(ω)‖2

≤2
(
‖(−4)

α
2 v(t+ 1, θ−t−1ω, v0(θ−t−1ω))‖2 + ε‖(−4)

α
2 z(ω)‖2

)
≤c(εr(ω) + 1),

which completes the proof.
Following from Lemma 4.4, we obtain

Lemma 4.5. For every 0 < ε ≤ 1 and B ∈ D. Then for P-a.e. ω ∈ Ω, there exist
a random time T = T (B) > 0 and a positive constant c (independent of ε) such
that P-a.s. for all t ≥ T + 1,∫ t+1

t

∥∥(−4)αu
(
s, θ−t−1ω, u0(θ−t−1ω)

)∥∥2
ds ≤ c

(
εr(ω) + 1

)
and ∫ t+1

t

∥∥(−4)αv
(
s, θ−t−1ω, v0(θ−t−1ω)

)∥∥2
ds ≤ c

(
εr(ω) + 1

)
.

Proof. From (4.29), one has

d

dt

(
eλt‖(−4)

α
2 v‖2

)
+ eλt‖(−4)αv‖2 ≤ ceλt‖u‖2 + cεeλtη2(θtω) + ceλt, (4.32)

Integrating (4.32) over (s, t) (t > s ≥ T + 1), then multiplying e−λt, we obtain

‖(−4)
α
2 v(t, ω, v0(ω))‖2
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≤eλ(s−t)‖(−4)
α
2 v(s, ω, v0(ω))‖2 + c

∫ t

s

eλ(τ−t)‖u(τ, ω, u0(ω)‖2dτ

+ cε

∫ t

s

eλ(τ−t)η2(θτω)dτ + c

∫ t

s

eλ(τ−t)dτ.

Replacing t by T2 and ω by θ−sω, we deduce that

‖(−4)
α
2 v(T2, θ−sω, v0(θ−sω))‖2

≤ eλ(s−T2)‖(−4)
α
2 v(s, θ−sω, v0(θ−sω))‖2

+c

∫ T2

s

eλ(τ−T2)‖u(τ, θ−sω, u0(θ−sω)‖2dτ

+cε

∫ T2

s

eλ(τ−T2)η2(θτ−sω)dτ + c

∫ T2

s

eλ(τ−T2)dτ. (4.33)

From (4.31), we have for s ≥ T + 1,

eλ(s−T2)‖(−4)
α
2 v(s, θ−sω, v0(θ−sω))‖2 ≤ c(εr(ω) + 1). (4.34)

Now we estimate the second term on the right-hand side of (4.33). From (4.9), we
deduce that

‖v(τ, θ−sω, v0(θ−sω)‖2

≤e−λτ‖v0(θ−sω)‖2 + cε

∫ τ

0

eλ(m−τ)η1(θm−sω)dm+
c7
λ

≤e−λτ
(∥∥u0(θ−sω)

∥∥2
+
∥∥z(θ−sω)

∥∥2
)

+ cε

∫ τ

0

eλ(m−τ)η1(θm−sω)dm+
c7
λ
.

(4.35)

Applying (4.10), u0(θ−tω) ∈ B(θ−tω) and τ ∈ (s, T2), we infer that there exists
T = T (B,ω) > 0 such that for all s ≥ T ,

‖v(τ, θ−sω, v0(θ−sω)‖2 ≤ c
(
εr(ω)eλ(τ− 1

2 s) + 1
)
.

Then we obtain

‖u(τ, θ−sω, v0(θ−sω)‖2 ≤ c
(
εr(ω)eλ(τ− 1

2 s) + εr(ω) + 1
)
.

Then, the second term on the right-hand side of (4.33) can be bounded by∫ T2

s

eλ(τ−T2)‖u(τ, θ−sω, v0(θ−sω)‖2dτ

≤c
∫ T2

s

eλ(τ−T2)
(
εr(ω)eλ(τ− 1

2 s) + εr(ω) + 1
)
dτ

≤c(εr(ω) + 1)
(

1− eλ(s−T2)
)

+ cεr(ω)
(
eλT2− 1

2λs − e 3
2λs−λT2

)
≤ c(εr(ω) + 1).

(4.36)

Applying (4.30), the third term on the right-hand side of (4.33) can be bounded by∫ T2

s

eλ(τ−T2)η2(θτ−sω)dτ ≤
∫ T2

s

eλ(τ−T2)(ce
λ
2 |τ−s| + c)dτ ≤ ceλT2−λ2 s + c. (4.37)
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Substituting (4.34), (4.36) and (4.37) into (4.33), we obtain

‖(−4)
α
2 v(T2, θ−sω, v0(θ−sω))‖2 ≤ c

(
εr(ω) + eλT2−λ2 s + 1

)
. (4.38)

Integrating (4.32) over (T2, t), one has

‖(−4)
α
2 v(t, ω, v0(ω))‖2 +

∫ t

T2

eλ(s−t)‖(−4)αv(s, ω, v0(ω))‖2ds

≤eλ(T2−t)‖(−4)
α
2 v(T2, ω, v0(ω))‖2 + c

∫ t

T2

eλ(s−t)‖u(s, ω, v0(ω))‖2ds

+ cε

∫ t

T2

eλ(s−t)η2(θsω)ds+ c

∫ t

T2

eλ(s−t)ds.

(4.39)

Dropping the first term on the left-side hand of (4.39), and replacing ω by θ−tω,
one has∫ t

T2

eλ(s−t)‖(−4)αv(s, θ−tω, v0(θ−tω))‖2ds

≤eλ(T2−t)‖(−4)
α
2 v(T2, θ−tω, v0(θ−tω))‖2

+ c

∫ t

T2

eλ(s−t)‖u(s, θ−tω, v0(θ−tω))‖2ds+ c

∫ t

T2

eλ(s−t)(εη2(θs−tω) + 1)ds

≤c
(
εr(ω) + e2λT2 + 1

)
+ c
(
εr(ω) + 1

)
+ c

(
1− eλ2 (T2−t)

)
≤ c(εr(ω) + 1).

(4.40)

Replacing t by t+ 1 and then replacing T2 by t in (4.40), we have∫ t+1

t

eλ(s−t−1)‖(−4)αv(s, θ−t−1ω, v0(θ−t−1ω))‖2ds ≤ c(εr(ω) + 1). (4.41)

For all s ∈ [t, t+ 1], note that eλ(s−t−1) ≥ e−λ. One can rewrite (4.41) as∫ t+1

t

‖(−4)αv(s, θ−t−1ω, v0(θ−t−1ω))‖2ds ≤ ceλ(εr(ω) + 1) ≤ c(r(εω) + 1).

Then we infer∫ t+1

t

∥∥(−4)αu
(
s, θ−t−1ω, u0(θ−t−1ω)

)∥∥2
ds

≤2

∫ t+1

t

∥∥(−4)αv
(
s, θ−t−1ω, v0(θ−t−1ω)

)∥∥2
ds+ 2ε

∫ t+1

t

∥∥(−4)αz(θs−t−1ω)
∥∥2
ds

≤c
(
εr(ω) + 1

)
+ cε

∫ t+1

t

e
λ
2 (t+1−s)r(ω)ds

≤c
(
εr(ω) + 1

)
.

We will also need the following result.
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Lemma 4.6. For every 0 < ε ≤ 1 and B ∈ D. Then for P-a.e. ω ∈ Ω, there exist
a random time T = T (B) > 0 and a positive constant c (independent of ε) such
that P-a.s. for all t ≥ T + 1,

‖∇u
(
s, θ−t−1ω, v0(θ−t−1ω)

)∥∥2 ≤ c
(
εr(ω) + 1

)
.

Proof. Taking the inner product in L2 of (3.5) with −4v, one has

1

2

d

dt
‖∇v‖2 + λ‖∇v‖2 + ‖(−4)

α+1
2 v‖2

=−
∫
Rn
f(x, u)4vdx+

(
g − ε(−4)αz(θtω),−4v

)
. (4.42)

Now, we estimate the first term on the right-hand side of (4.42). Integrating by
parts and using (1.3)–(1.5), then by Young’s inequality, we obtain

−
∫
Rn
f(x, u)4vdx

=−
∫
Rn
f(x, u)4udx+ ε

∫
Rn
f(x, u)4z(θtω)dx

=

∫
Rn

∂f

∂x
(x, u)∇udx+

∫
Rn

∂f

∂u
|∇u|2dx+ ε

∫
Rn
f(x, u)4z(θtω)dx

≤‖γ3‖‖∇u‖+ β3‖∇u‖2 + ε

∫
Rn

(
β2|u|p−1 + |γ2(x)|

) ∣∣4z(θtω)
∣∣dx

≤c
(
‖∇u‖2 + ‖u‖pp

)
+ cε

(
‖4z(θtω)‖2 + ‖4z(θtω)‖pp

)
+ c.

(4.43)

For the second term on the right-hand side of (4.42), integrating by parts, then
using Gagliardo-Nirenberg’s inequality and Young’s inequality, one has(

g − ε(−4)αz(θtω),−4v
)

= ε

∫
Rn

(−4)
α+1
2 z(θtω)(−4)

α+1
2 vdx+

∫
Rn

(−4)
1−α
2 g(−4)

α+1
2 vdx

≤ 1

2
‖(−4)

α+1
2 v‖2 + cε

(
‖4z(θtω)‖2 + ‖z(θtω)‖2

)
+ c. (4.44)

Substituting (4.43) and (4.44) into (4.42) gives

d

dt
‖∇v‖2 + 2λ‖∇v‖2 + ‖(−4)

α+1
2 v‖2 ≤ c

(
‖∇u‖2 + ‖u‖pp

)
+ εη3(θtω) + c, (4.45)

where η3(θtω) = c
(
‖4z(θtω)‖2 + ‖4z(θtω)‖pp + ‖z(θtω)‖2

)
. It implies that

d

dt
‖∇v‖2 ≤ c

(
‖∇u‖2 + ‖u‖pp

)
+ εη3(θtω) + c. (4.46)

Let T be the positive constant in Lemma 4.4, take t ≥ T and s ∈ (t, t + 1).
Integrating (4.46) over (s, t+ 1), one has

‖∇v(t+ 1, ω, v0(ω))‖2

≤‖∇v(s, ω, v0(ω))‖2+

∫ t+1

t

(
‖∇u(τ, ω, v0(ω)‖2+‖u(τ, ω, v0(ω)‖pp

)
dτ
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+

∫ t+1

t

(εη3(θτω) + c) dτ.

Now integrating the above with respect to s over (t, t+ 1), we infer that

‖∇v(t+ 1, ω, v0(ω))‖2 ≤
∫ t+1

t

‖∇v(s, ω, v0(ω))‖2ds+

∫ t+1

t

(εη3(θτω) + c) dτ

+ c

∫ t+1

t

(
‖∇u(τ, ω, v0(ω)‖2 + ‖u(τ, ω, v0(ω)‖pp

)
dτ.

Replacing ω by θ−t−1ω, and applying Gagliardo-Nirenberg inequality and Young’s
inequality, we obtain, for all t ≥ T + 1,

‖∇v(t+ 1, θ−t−1ω, v0(θ−t−1ω))‖2

≤
∫ t+1

t

‖(−4)αv(s, θ−t−1ω, v0(θ−t−1ω))‖2ds+

∫ t+1

t

(εη3(θτ−t−1ω) + c) dτ

+ c

∫ t+1

t

(
‖(−4)αu(τ, θ−t−1ω, v0(θ−t−1ω)‖2 + ‖u(τ, θ−t−1ω, v0(θ−t−1ω)‖pp

)
dτ

+ c

∫ t+1

t

(
‖u(τ, θ−t−1ω, v0(θ−t−1ω)‖2 + ‖v(τ, θ−t−1ω, v0(θ−t−1ω)‖2

)
dτ

≤c
(
εr(ω) + 1

)
+

∫ 0

−1

(εη3(θτ−t−1ω) + c) dτ

≤c
(
εr(ω) + 1

)
.

(4.47)

By (4.47) and (3.3), one has, for all t ≥ T + 1,

‖∇u(t+ 1, θ−t−1ω, u0(θ−t−1ω))‖2

≤2
(
‖∇v(t+ 1, θ−t−1ω, v0(θ−t−1ω))‖2 + ε‖∇z(ω)‖2

)
≤c
(
εr(ω) + 1

)
.

Next, we deduce uniform estimates of solutions for large space and time vari-
ables. Particularly, we show how these estimates depend on the small parameter
ε.

Lemma 4.7. For every 0 < ε ≤ 1 and B ∈ D, suppose that (1.2)–(1.5) hold. Let
B = {B(ω)} ∈ D and v0(ω) ∈ B(ω). Then, for every η > 0 and P-a.s. ω ∈ Ω,
there exist T ∗ = T ∗B(ω, η) > 0 and R∗ = R∗(ω, η) > 0 such that for all t ≥ T ∗B(ω),
the solution u(t, ω, u0(ω)) of problem (1.1) satisfies∫

|x|≥R∗
|u(t, θ−tω, v0(θ−tω))|2dx ≤ η. (4.48)

Proof. Take a smooth χ such that 0 ≤ χ(s) ≤ 1 for all s ≥ 0 and

χ(s) =

0, if 0 ≤ s ≤ 1,

1, if s ≥ 2.
(4.49)
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Then there exists a positive constant c such that |χ′(s)| ≤ c for all s ≥ 0. Taking

the inner product in L2 of (3.5) with χ( |x|
2

k2 )v, we obtain

1

2

d

dt

∫
Rn
χ

(
|x|2

k2

)
|v|2dx+

∫
Rn

(−4)αvχ

(
|x|2

k2

)
vdx+ λ

∫
Rn
χ

(
|x|2

k2

)
|v|2dx

=

∫
Rn
f(x, u)χ

(
|x|2

k2

)
vdx+

∫
Rn

(g − ε(−4)αz(θtω))χ

(
|x|2

k2

)
vdx.

(4.50)

Now, we estimate every term in (4.50) as follows. For the second term on the left-side
hand, integrating by parts and applying Hölder’s inequality, Gagliardo-Nirenberg’s
inequality and Young’s inequality, we have

−
∫
Rn

(−4)αvχ

(
|x|2

k2

)
vdx

≤
∫
Rn
|(−4)α−

1
2 v|
(
χ

(
|x|2

k2

)
|∇v|+ χ′

(
x2

k2

)
2|x|
k2
|v|
)
dx

≤
∥∥∥(−4)α−

1
2 v
∥∥∥ ‖∇v‖+

∫
k≤|x|≤

√
2k

∣∣∣(−4)α−
1
2 v
∣∣∣ ∣∣∣∣χ′( |x|2k2

)∣∣∣∣ 2|x|
k2
|v|dx

≤
∥∥∥(−4)α−

1
2 v
∥∥∥ ‖∇v‖+

2
√

2

k

∫
k≤|x|≤

√
2k

∣∣∣(−4)α−
1
2 v
∣∣∣ ∣∣∣∣χ′( |x|2k2

)∣∣∣∣ |v|dx
≤
∥∥∥(−4)α−

1
2 v
∥∥∥ ‖∇v‖+

c

k

∫
k≤|x|≤

√
2k

∣∣∣(−4)α−
1
2 v
∣∣∣ |v|dx

≤c
(
‖v‖2 + ‖∇v‖2

)
+
c

k

(
‖∇v‖2 + ‖v‖2

)
.

(4.51)

For the first term on the right-hand side of (4.50), applying (1.2) and (1.3), one has∫
Rn
f(x, u)χ

(
|x|2

k2

)
vdx

=

∫
Rn
f(x, u)χ

(
|x|2

k2

)
udx− ε

∫
Rn
f(x, u)χ

(
|x|2

k2

)
z(θtω)dx

≤− β1

∫
Rn
|u|pχ

(
|x|2

k2

)
dx+ εβ2

∫
Rn
|u|p−1χ

(
|x|2

k2

)
|z(θtω)|dx

+

∫
Rn
γ1(x)χ

(
|x|2

k2

)
dx+ ε

∫
Rn
γ2(x)χ

(
|x|2

k2

)
|z(θtω)|dx

≤− 1

2
β1

∫
Rn
|u|pχ

(
|x|2

k2

)
dx+

∫
Rn
γ1(x)χ

(
|x|2

k2

)
dx

+
1

2

∫
Rn
γ2

2(x)χ

(
|x|2

k2

)
dx+ cε

∫
Rn

(
|z(θtω)|2 + |z(θtω)|p

)
χ

(
|x|2

k2

)
dx.

(4.52)

For the second term on the right-side hand of (4.50), applying Young’s inequality,
we have∫

Rn
(g − ε(−4)αz(θtω))χ

(
|x|2

k2

)
vdx

≤1

2
λ

∫
Rn
χ

(
|x|2

k2

)
|v|2dx+

1

λ

∫
Rn

(g2 + ε|(−4)αz(θtω)|2)χ

(
|x|2

k2

)
dx.

(4.53)
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By (4.51)-(4.53), one can rewrite (4.50) as

d

dt

∫
Rn
χ

(
|x|2

k2

)
|v|2dx+ λ

∫
Rn
χ

(
|x|2

k2

)
|v|2dx+ β1

∫
Rn
|u|pχ

(
|x|2

k2

)
dx

≤c
(
‖v‖2 + ‖∇v‖2

)
+
c

k

(
‖∇v‖2 + ‖v‖2

)
+

∫
Rn

(
2|γ1(x)|+ |γ2(x)|2 + g2

)
χ

(
|x|2

k2

)
dx

+ cε

∫
Rn

(
|(−4)αz(θtω)|2 + |z(θtω)|2 + |z(θtω)|p

)
χ

(
|x|2

k2

)
dx.

(4.54)

By Lemmas 4.1 and 4.6, there exists T1 = T1(B,ω) > 0 such that for all t ≥ T1,

‖v
(
t, θ−tω, v0(θ−tω)

)
‖2H1(Rn) ≤ c

(
r(ω) + 1

)
. (4.55)

Integrating (4.54) over (T1, t), then replacing ω by θ−tω, we infer that, for all t ≥ T1,∫
Rn
χ

(
|x|2

k2

) ∣∣v(t, θ−tω, v0(θ−tω)
)∣∣2 dx

≤eλ(T1−t)
∫
Rn
χ

(
|x|2

k2

) ∣∣v(T1, θ−tω, v0(θ−tω)
)∣∣2 dx

+

∫ t

T1

eλ(s−t)
∫
Rn

(
2|γ1(x)|+ |γ2(x)|2 + g2

)
χ

(
|x|2

k2

)
dxds

+ cε

∫ t

T1

eλ(s−t)
∫
Rn

(
|(−4)αz(θs−tω)|2 + |z(θs−tω)|2

+ |z(θs−tω)|p
)
χ

(
|x|2

k2

)
dxds

+ c

∫ t

T1

eλ(s−t)
(∥∥v(s, θ−tω, v0(θ−tω)

)∥∥2
+
∥∥∇v(s, θ−tω, v0(θ−tω)

)∥∥2
)
ds

+
c

k

∫ t

T1

eλ(s−t) ∥∥∇v(s, θ−tω, v0(θ−tω)
)∥∥2

ds

+
c

k

∫ t

T1

eλ(s−t) ∥∥v(s, θ−tω, v0(θ−tω)
)∥∥2

ds.

(4.56)

In what follows, we estimate each term on the right-hand side of (4.56). For the
first term, replacing t by T1 and replacing ω by θ−tω in (4.9), we infer that

eλ(T1−t)
∫
Rn
χ

(
|x|2

k2

) ∣∣v(T1, θ−tω, v0(θ−tω)
)∣∣2 dx

≤eλ(T1−t)

(
e−λT1‖v0(θ−tω)‖2dx+ εc4

∫ T1

0

eλ(s−T1)η1(θs−tω)ds+
c7
λ

)

≤e−λt‖v0(θ−tω)‖2dx+ ceλ(T1−t) + εc4c6r(ω)

∫ T1−t

−t
e

1
2λτdτ

≤e−λt‖v0(θ−tω)‖2dx+ ceλ(T1−t) +
2

λ
εc4c6r(ω)e

1
2λ(T1−t).

(4.57)
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Therefore, given η > 0, there exists T2 = T2(B,ω, η) > T1 such that for all t ≥ T2,

eλ(T1−t)
∫
Rn
χ

(
|x|2

k2

) ∣∣v(T1, θ−tω, v0(θ−tω)
)∣∣2 dx ≤ η

6
. (4.58)

For the second term, note that g ∈ Hα(Rn), γ1(x) ∈ L1(Rn) and γ2(x) ∈ L2(Rn),
there exists R1 = R1(ε) such that for all k ≥ R1, we have∫

|x|≥k

(
2|γ1(x)|+ |γ2(x)|2 + g2

)
χ

(
|x|2

k2

)
dx ≤ cη. (4.59)

For the second term, one has∫ t

T1

eλ(s−t)
∫
Rn

(2|γ1(x)|+ |γ2(x)|2)χ

(
|x|2

k2

)
dxds

≤
∫ t

T1

eλ(s−t)
∫
|x|≥k

(
2|γ1(x)|+ |γ2(x)|2

)
dxds ≤ η

6
. (4.60)

Note that z(θtω) = hφ(θtω) and h ∈ H2(Rn) ∩ W 2,p(Rn). There exists R2 =
R2(ω, η) such that for all k ≥ R2,∫

|x|≥k

(∣∣φ∣∣2 +
∣∣φ∣∣p) dx ≤ 1

6c
min

{
λη

4r(ω)
,

η

2r(ω)

}
, (4.61)

where r(ω) is the tempered function in (3.2). By (4.61) and (3.2)–(3.3), for the
third term, we have∫ t

T1

eλ(s−t)
∫
Rn

(
|(−4)αz(θs−tω)|2 + |z(θs−tω)|2 + |z(θs−tω)|p

)
χ

(
|x|2

k2

)
dxds

≤
∫ t

T1

eλ(s−t)
∫
|x|≥k

(
|(−4)αz(θs−tω)|2 + |z(θs−tω)|2 + |z(θs−tω)|p

)
dxds

≤c
∫ t

T1

eλ(s−t)
∫
|x|≥k

(
|φ(θs−tω)|2 + |φ(θs−tω)|p

)
dxds

≤ cλη

12r(ω)

∫ t

T1

eλ(s−t)
(
|φ(θs−tω)|2 + |φ(θs−tω)|p

)
ds

≤ cλη

12r(ω)

∫ t

T1

eλ(s−t)r(θs−tω)ds

≤ cλη

12r(ω)

∫ 0

T1−t
eλsr(θsω)ds

≤ cλη

12r(ω)

∫ 0

T1−t
e

1
2λsr(ω)ds

≤η
6
.

(4.62)

For the fourth term, by Lemmas 4.1 and 4.6, there exists T3 = T3(B,ω, η) > T1

such that

c

∫ t

T1

eλ(s−t)
(∥∥v(s, θ−tω, v0(θ−tω)

)∥∥2
+
∥∥∇v(s, θ−tω, v0(θ−tω)

)∥∥2
)
ds ≤ η

6
(4.63)
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for all t ≥ T3.
By Lemma 4.6, there exists T4 = T4(B,ω) > T1 such that the fifth term on the

right-side hand of (4.56) satisfies

c

k

∫ t

T1

eλ(s−t) ∥∥∇v(s, θ−tω, v0(θ−tω)
)∥∥2

ds ≤ c

k

(
εr(ω) + 1

)
.

Then, there is R2 = R2(ω, η) such that for all t ≥ T4 and k ≥ R2,

c

k

∫ t

T1

eλ(s−t) ∥∥∇v(s, θ−tω, v0(θ−tω)
)∥∥2

ds ≤ η

6
. (4.64)

For the last term, first replacing t by τ and then replacing ω by θ−tω in (4.9), we
deduce that

c

k

∫ t

T1

eλ(τ−t) ∥∥v(τ, θ−tω, v0(θ−tω)
)∥∥2

ds

≤ c
k

∫ t

T1

e−λt
∥∥v0(θ−tω)

∥∥2
dτ +

cε

k

∫ t

T1

eλ(τ−t)
∫ τ

0

eλ(s−τ)η1(θs−tω)dsdτ

+
c

k

∫ t

T1

eλ(τ−t)dτ

≤ c
k
e−λt(t− T1)

∥∥v0(θ−tω)
∥∥2

+
cε

k

∫ t

T1

eλ(τ−t)
∫ τ

0

eλ(s−τ)η1(θs−tω)dsdτ +
c

k

≤ c
k
e−λt(t− T1)

∥∥v0(θ−tω)
∥∥2

+
cε

k
c6r(ω)

∫ t

T1

eλ(τ−t)
∫ τ−t

−t
e

1
2λsdsdτ +

c

k

≤ c
k
e−λt(t− T1)

∥∥v0(θ−tω)
∥∥2

+
4cε

λ2k
c6r(ω) +

c

k
.

This implies that there exist T5 = T5(B,ω, η) > T1 and R3 = R3(ω, η) such that
for all t ≥ T5 and k ≥ R3,

c

k

∫ t

T1

eλ(s−t) ∥∥v(s, θ−tω, v0(θ−tω)
)∥∥2

ds ≤ η

6
. (4.65)

Let T ∗ = T ∗(B,ω, η) = max{T1, T2, T3, T4, T5}. By (4.58), (4.60), (4.62), (4.63),
(4.64) and (4.65), for all t ≥ T ∗ and k ≥ R∗ = max{R1, R2, R3}, one has∫

Rn
χ

(
x2

k2

)
|v(t, θ−tω, v0(θ−tω))|2dx ≤ η.

It implies that for all t ≥ T ∗ and k ≥ R∗, one has∫
|x|≥k

|v(t, θ−tω, v0(θ−tω))|2dx ≤
∫
Rn
χ

(
x2

k2

)
|v(t, θ−tω, v0(θ−tω))|2dx ≤ η,

which implies (4.48).

5. Uniform estimates of solutions in Lp(Rn)

In this section, we derive uniform estimates of solutions in Lp(Rn). In what follows,
the letter C = C(ω) is a positive random variable which may change their values
everywhere but keeping continuous of t 7→ C(θtω).
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Lemma 5.1. For any 0 < ε ≤ 1 and B ∈ D, there exist two random variables
T = T (B) and C = C(B) such that P-a.s. for all t ≥ T

sup
0<ε≤1

sup
u0∈B(θ−tω)

‖uε(τ, θ−tω, u0)
∥∥p
p
≤ C(ω). (5.1)

Proof. Taking the inner product in L2 of (3.5) with |v|p−2v, we obtain

1

p

d

dt
‖v‖pp + λ‖v‖pp +

(
(−4)αv, |v|p−2v

)
=

∫
Rn
f
(
x, v + εz(θtω)

)
|v|p−2vdx+

(
g − ε(−4)αz(θtω), |v|p−2v

)
. (5.2)

For the third term on the left-hand side of (5.2), we have

(
(−4)αv, |v|p−2v

)
≤ β1

2p+2
‖v‖2p−2

2p−2 + c‖(−4)αv‖2. (5.3)

Now we estimate the two terms on the right-hand side of (5.2). For the first term,
applying conditions (1.2) and (1.3), together with Young’s inequality, we obtain∫

Rn
f (x, v + εz(θtω)) v|v|p−2dx

=

∫
Rn

(f(x, u)u− εf(x, u)z(θtω)) |v|p−2dx

≤
∫
Rn

(
−β1

2p
|v|p + c(|z(θtω)|2 + |z(θtω)|p) + |γ1|+ γ2

2

)
|v|p−2dx

≤− β1

2p+1
‖v‖2p−2

2p−2 + λ‖v‖pp + c
(
‖z(θtω)‖2p−2

2p−2 + ‖z(θtω)‖pp + 1
)
.

(5.4)

The second term on the right-hand side of (5.2) is controlled by

‖g‖‖v‖p−1
2p−2 + ε ‖(−4)αz(θtω)‖ ‖v‖p−1

2p−2

≤ β1

2p+2
‖v‖2p−2

2p−2 + c
(
‖(−4)αz(θtω)‖2 + 1

)
.

(5.5)

Substituting (5.3)-(5.5) into (5.2), we infer

d

dt
‖v‖pp ≤ c‖(−4)αv‖2 + C(θtω), (5.6)

where
C(θtω) = c

(
|φ(θtω)|2p−2 + |φ(θtω)|p + |φ(θtω)|2 + 1

)
.

Let t(≥ T ) be fixed, where T is the same random time as given in Lemma 4.1.
Integrating (5.6) at the sample θ−t−1ω over the interval (s, t+ 1) with s ∈ (t, t+ 1),
we deduce

‖v(t+ 1, θ−t−1ω, v0)‖pp ≤ ‖v(s, θ−t−1ω, v0)‖pp +

∫ t+1

s

C(θτ−t−1ω)dτ

+c

∫ t+1

s

‖(−4)αv(τ, θ−t−1ω, v0)‖2dτ. (5.7)
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Note that (4.2) and continuous of τ 7→ φ(θtω) imply that∫ t+1

t

‖v(τ, θ−t−1ω, v0)‖ppdτ

≤2p
∫ t+1

t

‖u(τ, θ−t−1ω, u0)‖ppdτ + 2p
∫ t+1

t

‖z(θτ−t−1ω)‖ppdτ

≤c
∫ t+1

t

eλ(τ−t−1)‖u(τ, θ−t−1ω, u0)‖ppdτ + c

∫ 0

−1

|φ(θτω)|pdτ

≤c(1 + εr(ω)) + C(ω) ≤ C(ω).

(5.8)

Integrating (5.7) with respect to s over (t, t+ 1), then using (5.8), we deduce that

‖v(t+ 1, θ−t−1ω, v0(θ−t−1ω))‖pp ≤ C(ω),

which implies easily (5.1) holding for t ≥ T + 1.
To prove the uniformly asymptotical compactness of the system in Lp, we give

the following auxiliary results.

Lemma 5.2. Let η̂ be a small positive constant. Then for each 0 < ε ≤ 1 and
B ∈ D there are two positive random variables T = T (B) and M = M(η,B) such
that P-a.s. for all s ∈ [t, t+ 1] with t ≥ T

sup
ε∈(0,1]

sup
u0∈B(θ−t−1ω)

M(Rn(|vε(s, θ−t−1ω, v0)| ≥M)) ≤ η̂, (5.9)

where M is the Lebesgue measure.

Proof. By (4.1) and the continuity of r(θτω), there exists a random time T =
T (B) such that for all s ∈ [t, t+ 1] with t ≥ T ,

‖v(s, θ−t−1ω, v0)‖ = ‖v(s, θsθs−t−1ω, v0)‖ ≤ c(1 + εr(θs−t−1ω)) ≤ C(ω)

with s − t − 1 ∈ [−1, 0]. Then we obtain that the following estimates about the
Lebesgue measure:

M2M(Rn(|vε(s, θ−t−1ω, v0)|

≤
∫
Rn(|v|≥M)

|v(s, θ−t−1ω, v0)|2dx ≤ ‖v(s, θ−t−1ω, v0)‖2 ≤ C(ω).

Choosing M >
√
C/η̂, then applying (4.14), we obtain

sup
ε∈(0,1]

sup
u0∈B(θ−t−1ω)

M(Rn(|vε(s, θ−t−1ω, v0)| ≥M)) ≤ η̂.

This completes the proof.

Lemma 5.3. Let η̂ be a small positive constant. Then for each 0 < ε ≤ 1 and
B ∈ D there are two positive random variables T1 = T1(B) and M1 = M1(η̂, B)
such that P-a.s. for all t ≥ T1

sup
ε∈(0,1]

sup
u0∈B(θ−t−1ω)

∫
Rn(|u|≥M1)

|uε(t, θ−t−1ω, u0)|2dx ≤ η̂ (5.10)

and

sup
ε∈(0,1]

sup
u0∈B(θ−t−1ω)

∫
Rn(|v|≥M1)

|vε(t, θ−t−1ω, v0)|2dx ≤ η̂. (5.11)
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Proof. Define a subset of L2(Rn) :

NT (ω) = ∪t≥T ∪ε∈(0,1] ∪u0∈B(θ−t−1ω){uε(t, θ−t−1ω, u0)}. (5.12)

Applying Lemma 4.7 at the sample θ−1ω, we obtain that there exists two positive
numbers T and R (independent of ε) such that∫

|x|≥R
ψ2(x)dx <

η̂2

16
for all ψ ∈ NT (ω). (5.13)

Let DR = {x ∈ Rn; |x| < R}. Define the restricted set of NT (ω) on L2(DR) by

NT,R(ω) = {ψ ∈ L2(DR); ∃ ψ1 ∈ NT (ω), s.t. ψ(x) = ψ1(x) for x ∈ DR}.

By Lemma 4.6, there exists a large T such that

‖∇ψ‖2 ≤ c(1 + r(θ−1ω)) , C(ω) for all ψ ∈ NT,R(ω).

Then, applying the Sobolev compact embedding, we obtain that the restricted set
NT,R(ω) of NT (ω) is pre-compact in L2(DR) and thus NT,R(ω) has a finite η̂/4-
net in L2(DR). Then by (5.13) NT (ω) has a finite η̂/2-net with the centers ψj ,
(j = 1, 2, · · · ,m) in L2(Rn). We choose a δ > 0 such that for any set E ∈ Rn with
M(E) < δ,

sup
1≤j≤m

∫
E
ψ2
j (x)dx <

η̂

4
. (5.14)

Applying Lemma 5.2, there is a M > 0 such that M(Rn(|ψ| ≥ M)) < δ for all
ψ ∈ NT (ω) if T is large enough. But for every ψ ∈ NT (ω) there is a center ψj such
that ‖ψ − ψj‖ ≤ η̂/2. Therefore∫

Rn(|ψ|≥M)

ψ2(x)dx ≤
∫
Rn(|ψ|≥M)

(|ψ − ψj |2 + |ψj |2)dx ≤ η̂2, (5.15)

which implies that the inequality (5.10) holds.
To prove the inequality (5.11), let

r1(ω) = ‖z(θ−1ω)‖∞ = ‖h‖∞|φ(θ−1ω)|, (5.16)

which implies r1(ω) is P-a.s. finite. By Lemma 5.2, we can choose T1 > T and
M̃ ≥M (where both T and M are as given above) such that for all t ≥ T1,

M(Rn(|v(t, θ−t−1ω, v0)| ≥ M̃)) <
η̂

r2
1(ω) + 1

. (5.17)

Let M1 = M̃ + r1. Because of u(t, θ−t−1ω, u0) = v(t, θ−t−1ω, v0) + εz(θ−1ω) and
0 < ε ≤ 1, it follows

Rn(|v| ≥M1) ⊂ Rn(|u| ≥ M̃). (5.18)

From (5.10), (5.17) and (5.18), we obtain that for t ≥ T1,∫
Rn(|v|≥M1)

|v(t, θ−t−1ω, v0)|2dx

≤2

∫
Rn(|u|≥M̂)

|u(t, θ−t−1ω, u0)|2dx+ 2ε

∫
Rn(|v|≥M1)

|z(θ−1ω)|2dx

≤2η̂ + 2r2
1M(Rn(|v| ≥M1))

≤4η̂,

(5.19)
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which implies the inequality (5.11) holding.
Suppose the function f satisfies (1.2). Choosing M2 > 0 such that −β1M

p
2 +

‖γ1(x)‖∞ < 0, then we obtain that there exists a M2 > 0 such that for all x ∈ Rn,

f(x, s) < 0 if s ≥M2 and f(x, s) > 0 if s ≤ −M2. (5.20)

The following results show that the system is uniformly asymptotically compact
on any finite interval under the p-norm.

Lemma 5.4. Let η̂ be a small positive constant. Then for each 0 < ε ≤ 1 and
B ∈ D there are two positive random variables T̂ = T̂ (η̂, B) and M̂ = M̂(η̂, B) such
that P-a.s. for all t ≥ T1

sup
ε∈(0,1]

sup
u0∈B(θ−tω)

∫
Rn(|uε|≥M̂)

|uε(t, θ−tω, u0)|pdx ≤ η̂. (5.21)

Proof. The considered functions are integrable, so one can take a small constant
δ > 0 such that, for any set E ⊂ Rn with M(E) < δ,∫

E
(g2 + |g|p + h2 + |h|p + |(−4)αh|2 + |γ1|+ γ2

2)ds ≤ η̂. (5.22)

By Lemma 5.2, we can choose two random variables T ≥ T1 andM3 ≥ max{M1,M2}
such that for all s ∈ [t, t+ 1] with t ≥ T

sup
s∈[t,t+1]

sup
u0∈B(θ−tω)

M(Rn(|v(s, θ−t−1ω, v0)| ≥M3)) ≤ min{η̂, δ}. (5.23)

Let

Z = max
−1≤τ≤0

‖z(θτω)‖∞ = ‖h‖∞ max
−1≤τ≤0

|φ(θτω)| (5.24)

and M = M3 + Z. Then both Z and M are finite for P-a.e. ω ∈ Ω because the
Ornstein-Uhlenbeck process φ(θτω) is pathwise continuous. Let t ≥ T be fixed.
Replacing the sample ω by the sample θ−t−1ω in (3.5), we know that the process

v = v(s) = v(s, θ−t−1ω, v0(θ−t−1ω)), s ∈ [t, t+ 1]

is a solution of the following random differential equation

vt + (−4)αv + λv = f
(
x, v + εz(θs−t−1ω)

)
+ g − ε(−4)αz(θs−t−1ω). (5.25)

Taking the inner product of (5.25) with (v −M)+ = max{v −M, 0}, we obtain

1

2

d

ds
‖(v −M)+‖2 + ((−4)αv, (v −M)+) + λ(v, (v −M)+)

=
(
f(x, v+εz(θs−t−1ω)), (v −M)+

)
+
(
g−ε(−4)αz(θs−t−1ω), (v −M)+)

)
.

(5.26)

We estimate every term of (5.26). For the second term and third term on the
left-hand side, we have

((−4)αv, (v −M)+) + λ(v, (v −M)+) ≥ 0 + λ‖(v −M)+‖2 = λ‖(v −M)+‖2.
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By (5.22) and (5.23), the last term on the right-hand side of (5.26) can be bounded,
for s ∈ [t, t+ 1],

(g−ε(−4)αz(θs−t−1ω), (v −M)+))

≤ λ‖(v −M)+‖2+c

∫
Rn(v≥M)

(g2+|(−4)αz(θs−t−1ω)|2)dx

≤ λ‖(v −M)+‖2 + cη̂ + max
−1≤τ≤0

|φ(θτω)|2 ·
∫
Rn(v≥M)

|(−4)αh|2dx

≤ λ‖(v −M)+‖2 + Cη̂.

Then (5.26) can be written as

d

ds
‖(v −M)+‖2 − 2

∫
Rn(v≥M)

f(x, v+εz(θs−t−1ω))(v −M)dx ≤ Cη̂ (5.27)

for all s ∈ [t, t+ 1].
Integrating (5.27) with respect to s ∈ [t, t + 1] and applying Lemma 5.3, we

obtain

−
∫ t+1

t

∫
Rn(v≥M)

f(x, v+εz(θs−t−1ω))(v −M)dx

≤ 1

2
‖(v(t)−M)+‖2 + Cη̂ ≤

∫
Rn(v≥M)

v2(t)dx+ Cη̂ ≤ Cη̂. (5.28)

Then we prove the first term of (5.28) is positive. In fact, if s ∈ [t, t + 1], then
‖z(θs−t−1ω)‖∞ ≤ Z. Hence, if v ≥ M , then we have v + εz(θs−t−1ω) ≥ M − Z ≥
M2, which together with (5.20) implies

−f(x, v+εz(θs−t−1ω)) > 0, for all x ∈ Rn, s ∈ [t, t+ 1]. (5.29)

Since v − M ≥ v/2 on Rn(v ≥ 2M), it follows from (5.4) and (5.29) that for
x ∈ Rn(v ≥ 2M),

−f(x, v+εz(θs−t−1ω))(v −M)

≥ −1

2
f(x, v+εz(θs−t−1ω))v

≥ β1

2p+1
vp − c

(
|z(θs−t−1ω)|2 + |z(θs−t−1ω)|p + |γ1|+ γ2

2

)
≥ β1

2p+1
vp − c

(
h2 + |h|p + |γ1|+ γ2

2

)
. (5.30)

Therefore, it follows from (5.22), (5.23), (5.28) and (5.30) that there exists a random
number C, independent of η̂, such that∫ t+1

t

∫
Rn(v≥2M)

vp(s)dxds < Cη̂ for all t ≥ T. (5.31)

Next, taking the inner product of (5.25) with (v − 2M)p−1
+ , we obtain

1

p

d

ds
‖(v − 2M)+‖pp +

(
(−4)αv, (v − 2M)p−1

+

)
+ λ(v, (v − 2M)p−1

+ )

=
(
f(x, v+εz(θs−t−1ω)), (v − 2M)p−1

+

)
+
(
g−ε(−4)αz(θs−t−1ω), (v − 2M)p−1

+ )
)
.

(5.32)



842 H. Lu & M. Zhang

We estimate every term of (5.32) as follows. Applying (5.22) and (5.22), the last
term on the right-hand side of (5.32) can be bounded, for s ∈ [t, t+ 1],(

g−ε(−4)αz(θs−t−1ω), (v − 2M)p−1
+ )

)
≤λ‖(v − 2M)+‖pp+c

∫
Rn(v≥2M)

(|g|p+|(−4)αz(θs−t−1ω)|p)dx

≤λ‖(v − 2M)+‖pp + c

∫
Rn(v≥2M)

|g|pdx

+ c max
−1≤τ≤0

|φ(θτω)|2 ·
∫
Rn(v≥2M)

|(−4)αh|2dx

≤λ
∫
Rn
v(v − 2M)p−1

+ dx+ Cη̂.

By (5.29), the nonlinear term of (5.32) is negative. It is easy to deduce that(
(−4)αv, (v − 2M)p−1

+

)
≥
∫
Rn(v≥2M)

∣∣∣(−4)α/2(v − 2M)p/2
∣∣∣2 dx ≥ 0.

Therefore, (5.32) can be rewritten as

d

ds
‖(v − 2M)+‖pp ≤ Cη̂, for s ∈ [t, t+ 1] with t ≥ T. (5.33)

Integrating (5.33) from s to t+ 1, we infer

‖(v(t+ 1)− 2M)+‖pp ≤ ‖((v(s)− 2M)+‖pp + Cη̂. (5.34)

Then integrating (5.34) with respect to s from t to t + 1 and applying (5.31), we
obtain that

‖(v(t+ 1)−2M)+‖pp ≤
∫ t+1

t

‖((v(s)−2M)+‖pp+Cη̂

≤
∫ t+1

t

∫
Rn(v≥2M)

vp(s)dxds+Cη̂ ≤ Cη̂.

It is obvious that v − 2M ≥ v/2 on Rn(v ≥ 4M). Then we get∫
Rn(v≥4M)

vp(t+ 1)dx ≤ 2p‖(v(t+ 1)− 2M)+‖pp ≤ Cη̂.

That is, for a random number C (independent of η̂), we have∫
Rn(v≥4M)

vp(t, θ−tω, v0(θ−tω))dx ≤ Cη̂, for all t ≥ T + 1. (5.35)

Finally, because of u(t, θ−tω, u0) = v(t, θ−tω, v0)+εz(ω), we have Rn(v ≥ 4M +
Z) ⊂ Rn(v ≥ 4M). Therefore, it follows from (5.35) that for t ≥ T + 1,∫

Rn(u≥4M+Z)

up(t, θ−tω, v0(θ−tω))dx
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≤2p−1

∫
Rn(v≥4M)

vpdx+2p−1‖h‖∞|φ(ω)|M(Rn(v≥4M))≤Cη̂.

This implies the inequality (5.21) is true for the non-negative parts. Similarly,
taking (v +M)−(resp. (v + 2M)p−1

− ) to replace (v −M)−(resp. (v − 2M)p−1
− ) and

repeating the above procedure, we can obtain that for all t ≥ T + 1,∫
Rn(u≤−4M−Z)

|u(t, θ−tω, v0(θ−tω))|pdx ≤ Cη̂.

Then we deduce the inequality (5.21) holding.

6. Upper semi-continuity and regularity of (L2, Lp)-
random attractor

In this section, we prove the upper semi-continuous and regularity of (L2, Lp)-
random attractor generated by RDS Ψε with equation (1.1) applying Theorem 2.1.

From Lemma 4.1, we have that Ψε has a closed and random absorbing set in
L2. Applying the uniform estimates of Section 4, we obtain the uniform asymptotic
compactness in L2 (similarly to Lemma 6.1 of [34]). From Lemma 5.4, we obtain
that the system is uniformly asymptotically compact in Lp on any finite interval.
For the convergence of the system, we firstly prove the convergence at zero point.

We further assume that the nonlinear function f satisfies, for all x ∈ Rn and
s ∈ R, ∣∣∣∣∂f∂s (x, s)

∣∣∣∣ ≤ β4|s|p−2 + γ4(x), (6.1)

where β4 > 0, γ4 ∈ L∞(Rn) if p = 2, and γ4 ∈ L
p
p−2 (Rn) if p > 2. Under condition

(6.1), we will show that, as ε → 0, the solution of the stochastic equation (1.1)
converges to the limiting deterministic equation:

du

dt
+ (−4)αu+ λu = f(x, u) + g(x), x ∈ Rn, t > 0. (6.2)

Similarly to the proof of Lemma 6.2 in [34], we obtain the following lemma.

Lemma 6.1. Suppose that (1.2)–(1.5) and (6.1) hold. Given 0 < ε ≤ 1, let uε and
u be the solutions of (1.1) and (6.2) with the initial data uε0 and u0, respectively.
Then for P-a.e. ω ∈ Ω and t ≥ 0, we have

‖uε(t, ω, uε0)− u(t, u0)‖2 ≤ cect‖uε0 − u0‖2 + εcect
(
r(ω) + ‖uε0‖2 + ‖u0‖2

)
,

where c is a positive deterministic constant independent of ε, and r(ω) is the tem-
pered function in (3.2).

Applying Lemma 4.1 and Lemma 6.1, we obtain

Lemma 6.2. Suppose that (1.2)–(1.5) and (6.1) hold. Given 0 < ε ≤ 1, let g ∈
Hα(Rn). Then for P-a.s. ω ∈ Ω, we have

lim
ε→0
‖uε(t, ω, u0,ε)− u(t, ω, u0)‖ = 0.
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Next, we prove the convergence of the systems at nonzero point.

Lemma 6.3. Suppose that (1.2)–(1.5) hold. Let uε be the solution of (1.1) with
the initial data u0,ε. Suppose ‖u0,ε − u0,ε0‖ → 0 as ε → ε0 for ε0. Then for every
fixed T > 0, we have P-a.s.

lim
ε→ε0

‖uε(T, ω, u0,ε)− uε0(T, ω, u0,ε0)‖ = 0.

Proof. Applying (3.5), it is easy to obtain that Vε = vε−vε0 satisfies the following
energy equation

1

2

d

dt
‖Vε‖2+‖(−4)

α
2 Vε‖2+λ‖Vε‖2

=
(
f(x, uε)−f(x, uε0), Vε)+(ε−ε0)

(
(−4)αz(θtω), Vε

)
.

Then by (1.4) we infer (
f(x, uε)−f(x, uε0), Vε)

=

(
∂f

∂s
(x, s)(uε − uε0), Vε

)
≤β3‖Vε‖2 + β|ε− ε0||(z(θtω), Vε)|.

Let η̂ be a small constant. Then, applying the Young’s inequality, we obtain that
there exists a δ > 0 such that for all ε ∈ (ε0 − δ, ε0 + δ) and t ∈ (0, T ],

d

dt
‖Vε‖2 ≤ c‖Vε‖2 + η̂.

Then, applying Gronwall’s inequality, we obtain the desired result.
Therefore, applying Theorem 2.1, we obtain our main result.

Theorem 6.1. Assume that (1.2)-(1.5) and (6.1) hold. Then the associated RDS
Ψε with (1.1) has a unique (L2, Lp)-random attractor Aε such that the union A(ω)
over (0, 1] is precompact in L2 ∩ Lp and the family Aε is upper semi-continuous at
any point ε0 ∈ [0,+∞) under the topology of L2 ∩ Lp. More precisely

lim
ε→ε0

d(Aε(ω),Aε0(ω)) = lim
ε→ε0

dp(Aε(ω),Aε0(ω)) = 0, for all ε0 > 0

and

lim
ε↓0

d(Aε(ω),A0) = lim
ε→ε0

dp(Aε(ω),A0) = 0.
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