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Abstract This paper introduces a new life distribution, the generalized three-
parameter Lindley distribution, derived as a product of the inverse power law
model and the generalized two-parameter Lindley distribution in a progres-
sive stress accelerated life testing scenario. The study presents the graphical
characteristics of the density function, failure rate function, mean failure rate
function, and mean residual life function. Point estimates for the three param-
eters are provided through logarithmic transformation. The paper concludes
with two practical examples demonstrating the application of this method.
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1. Introduction

The Lindley distribution was first introduced by Lindley in 1958, as documented
in reference [24]. Since then, numerous scholars have conducted extensive research
on both the Lindley distribution and its generalized forms, achieving significant
results. These results are not exhaustively enumerated here, but are available in
references [1-10,13-24,26-32,35-46]. The distribution plays an essential role in the
reliability studies of the stress-strength model.

Consider a non-negative continuous random variable that follows a Lindley dis-
tribution with parameter 8, denoted as Lindley(6). The density function f(z) and
distribution function F(x) of this distribution are defined as follows:

02

f(x) = m“ +x)e " Flz)=1- (1 +

0
0+1m> e % x>0,0>0.
This article initially extends the single-parameter Lindley distribution to the

generalized three-parameter Lindley distribution. Through theoretical derivation,
it is demonstrated that under the inverse power law model, the life distribution in a
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progressive stress accelerated life testing scenario for the generalized two-parameter
Lindley distribution exactly corresponds to the generalized three-parameter Lindley
distribution. Furthermore, the study investigates the graphical characteristics of
the density function and failure rate function of the generalized three-parameter
Lindley distribution. Lastly, the paper presents a methodology for point estimation
of parameters in a full-sample context and illustrates its application with practical
examples.

2. Generalized two-parameter and three-parameter
Lindley distributions
Consider a non-negative continuous random variable that follows a Lindley distri-

bution with parameter 6, denoted as Lindley(6). Its density function f(x) can be
expressed as:

92 0 1 0 1 2 0
= 1 —Or _ (1~ A E——— -
@) =g+ a)e ( 9+1)9€ ol

Let fi(x) = 0e7 % fo(x) = 0%ze79%. It is evident that fi(z) is the density
function of the Exponential distribution Exp(6), and f2(z) is the density function
of the Gamma distribution I'(2,0). Then we have f(z) = (1 — 8)fi(z) + Bf2(z)
where 8 = Wll'

From the above, it can be seen that the single-parameter Lindley distribution can
be regarded as a mixture of the Exponential distribution Exp(f) and the Gamma
distribution T'(2,6), where § = ﬁ. If the parameter 3 is retained 0 < g < 1
while assuming that § is independent of 6, the generalized two-parameter Lindley
distribution is obtained.

Definition 2.1. A non-negative continuous random variable X is said to follow
the generalized two-parameter Lindley distribution GL(6, 8), with its distribution
function F(z) and density function f(z) respectively defined as:

F(z)=1- (1—|— ga:) e_“”/e, fl@)= % (1 - B+ gx) e_”c/e, x>0,

where 0 < 8 < 1 is referred to as the shape parameter, and 6 > 0 as the scale
parameter.

Specifically, when 8 = 0, the distribution function is F(z) = 1 — e~*/% that
is, the generalized two-parameter Lindley distribution GL(0, ) degenerates into
the single-parameter Exponential distribution Exp(1/6). When 5 = 1, the distri-
bution function is F(z) =1 — (1 + %) e~*/% which is the one-parameter Ailamujia

distribution. When 6 = 67! and 8 = 525 = 5%, the distribution function is
Flz)=1- (1 + e,g—g_lx) e%* which is the single-parameter Lindley distribution.

Building upon Definition 2.1, the introduction of an additional shape parameter
m leads to the following generalized three-parameter Lindley distribution.

Definition 2.2. A non-negative continuous random variable X is said to follow the
generalized three-parameter Lindley distribution GL(#, 8, m), with its distribution
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function F'(x) and density function f(z) respectively defined as:

Flx)=1- [1+B<§)m} exp [— (%)m] ,£>0,0,m>00<p5<1,
m—1

1) =~ ew [ (5)")+ 15 (5) ] e [ ()]

m—1

- ) o ()]

In particular, when 8 = 0, the distribution function is F(z) = 1—exp [— (%)"],
which is the two-parameter Weibull distribution.

When m = 1, the distribution function is F(z) =1 — (1 + gl’) e~*/% which is
the generalized two-parameter Lindley distribution.

When m = 1, 8 = 0, the distribution function is F(z) = 1 — e~*/?, which is the
Exponential distribution Exp(1/6).

When m = 1, 8 = 1, the distribution function is F(x) = 1— (1 + %) e~*/% which
is the Ailamujia distribution.

When 8 = 1, the distribution function is F(z) =1 — [1 + (%)m} e‘(%)m, which
is the generalized Exponential sum distribution.

When m = 1,0/ = 67! and 8 = 9,1? = 0—7-;1’ the distribution function is

Flz)=1- (1 + 9,97;11') e~ which is the single-parameter Lindley distribution.

Theorem 2.1. (1) The generalized three-parameter Lindley distribution GL(6, 3,

m) can be viewed as a mizture of the two-parameter Weibull distribution with the

density function m“é:fl exp [f (%)m] and the distribution with the density function

maz™ "l (z\™m z\™M
g (5)" e [-(5)"]
(2) For k >0, the k-order moment of X is

E(x*) =6* [5F<2+£)+(1—5)F<1+Z>]

Proof. (1) By denoting

=" [ (2)7] o= " (2) [ ().

we have

o= -5 o ) 07 () - G
= (1= B)fi(x) + Bfa().

It is easy to see that the generalized three-parameter Lindley distribution GL(#,
B,m) can be regarded as a special mixed distribution

1

@ £ = [T o (5)" 1= e [ (5) s
= ¢* /+oo(ﬁt +1—pB)tk/me=t dt
0

“+ o0 “+ o0
= o* [6/ th/m¥le=t qt 4 (1 - 5)/ th/me=t dt}
0 0
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=0k [5r<2+:1)+(1—5)r<1+:1)].

In particular, its mathematical expectation and the second moment are

1

E(X)z&{ﬂl“(?—i—;)+(1—ﬁ)F(1+m>}7

E(X?) =06 [5r<2+:1>+(1—ﬁ)r<1+;>}

O

3. Failure mode of progressive stress accelerated
test for the generalized two-parameter Lindley
distribution under the inverse power law model

3.1. Basic assumptions of step-stress testing and the inverse
power law model

Assumption 3.1. [t is assumed that the product life X follows the generalized two-
parameter Lindley distribution GL(0, 8) with the shape parameter S and the scale
parameter 0 at any stress level V.

Assumption 3.2. Under various stress levels, the failure mechanism of the product
remains the same. That is, the shape parameter B of the product’s lifetime distri-
bution is the same for each stress level, while the scale parameter depends on the
stress level.

Assumption 3.3. The scale parameter 0 and accelerated stress level V' satisfy the
tnverse power law model.

The inverse power law model refers to the relationship between the scale parame-
ter € (in hours) and voltage (in volts) when voltage is used as the accelerated stress.
This is based on physical principles and empirical summaries from experiments,
which have found that for some products (such as insulating materials, capacitors,
micro motors, and certain electronic devices), there is the following inverse power
law relationship between the scale parameter and voltage: 6 = #, where d > 0
and ¢ > 0 are constants. For electronic components, physical experiments have
shown that ¢ is only related to the type of component and is independent of its
specifications.

After taking the logarithm of both sides of the above equation, the parameter
satisfies a logarithmic linear relationship: In6 = a+b¢(V'), where a = —Ind, b = —c
and ¢(V) =1InV is a function of stress V.

The statistical analysis of step-stress or progressive-stress accelerated life tests
is primarily based on the well-known Nelson assumptions, commonly referred to as
the Cumulative Exposure (CE) model.

Assumption 3.4. The residual life of a product depends solely on the extent of
failure that has already accumulated and the current stress level, rather than on the
manner in which the failure has accumulated.
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The Nelson Assumption essentially represents a form of “time scaling”. That is,
if a product is continuously subjected to a constant stress, the non-failed products
will fail according to the distribution function under that stress, but this failure
process starts from the previously accumulated failures.

Assume that under a constant stress V;,7 = 1,2, the lifetime X; of a product
follows a generalized two-parameter Lindley distribution GL (6;, 8), with its distri-
bution function given as:

Fy,(z)=1- <1+0’8_x> e /% £>0,8>0,0;, >0,i=1,2.

Based on the Nelson assumption Fy, (z1) = Fy, (z2), that is,

T—11+ ﬁzl eTm/ =1 (14 ﬁxg e~ 2/02,
01 0o

C
From which we derive £ = £2. This is equivalent to 77 = Lae = (2 ) 2.
0, — 05 q

92 1%}
The above equation can be interpreted as: The duration zs for which a product
c
operates under stress V5 is equivalent to the time 21 = (%) xo for which it operates

under stress V7.

3.2. Failure modes under progressive stress (V(z) = Kz) in
accelerated life testing with the inverse power law model

The statistical analysis of generalized two-parameter Lindley distribution progres-
sive stress accelerated life tests (abbreviated as progressive stress tests) under the
inverse power law model is also based on the aforementioned four fundamental
assumptions.

First, consider the general progressive stress V(z) = Kz + V1, V; > 0 acceler-
ated life testing. It is assumed that under a given stress Vi, the life distribution
of a product follows a generalized two-parameter Lindley fatigue life distribution

GL (61, ), and the scale parameter #; conforms to an inverse power law model
0, = ﬁ

According to reference [34], the duration x for which a product operates under
a given stress level V(z) = Kz + V1, V7 > 0 is equivalent to the operational time

under a constant stress level V;, which can be expressed as:

" (Kt V) N m)c
—— dt = t+ — dt
/o Ve Ve Jo s
Ke 1 ‘/1 c+1 Vl c+1
, a+—=) —(=
o) (%)
1 (Ko+ W) —yett
K(c+1) Ve ’

Therefore, the life distribution of the product under progressive stress V(z) =
Kz +V,Vi >0is

Fv(m)(ac) =1- {1 +5K

(cd+ 5 (Kz+ Vi)™t — Vlc+1} }
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X exp {_K(chrl) [(K:ﬂ Fv)ett - Vchrl} } .

Specifically, when V3 = 0, the life distribution of the product under progressive
stress V(z) = Kz is as follows:

chxc+1 chxc+1

By denoting § = ($£: )1/(c+1) ,m = c+ 1, it is observed that:

=1 [t (3) e [ )]

which is the generalized three-parameter Lindley distribution.

Note. While the requirement here is m > 1, in fact, it can be extended to m > 0.

4. The graphical characteristics of the generalized
three-parameter Lindley distribution

Theorem 4.1. Assume that a non-negative random variable X follows the three-
parameter generalized Lindley distribution GL(0, 8, m). Then, its density function
f(x) exhibits the following graphical characteristics:

(1) When 0 < m < %, f(x) is strictly monotonically decreasing. (2) When § <
m < 3, f(x) is strictly monotonically decreasing. (3) When 3 < m <1 and By =

m(m+1)4+2my/m(1—m) (7,) If6< m

T oo s [ () is strictly monotonically decreasing. (ii)
If 577 < B < Bo, f(x) is strictly monotonically decreasing. (i) If Bo < 8 < 1, f(x)
first strictly monotonically decreases, then increases, and eventually decreases again.
(4) When m > 1, f(x) exhibits an “inverted bathtub” shape.

Proof.

f(0) = 400, f(+o0) =0 for 0 <m < 1,

f(0) = %,f(Jroo) =0 for m =1,

f(0)=0, f(+00) =0 for m > 1,
2m—2

= B [ (3)']

A0 BE) 1] emom[s(2)"+1-5]).

By denoting t = (%)m , we have
2m—2 m
e el )
x [(m =1t (Bt +1=B)+ Bm—m(Bt+1—p)]

2m—2

=gt e[ (5)]
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x [-mpBt? + (38m — B —m)t+ (m —1)(1 - B)].
Define the function as g(t) = —mpBt*> + (3m — f —m)t + (m — 1)(1 — 8),t > 0.
9(0) = (m = 1)(1 = B), g(4-00) = —o0,

A= (3m — B —m)® +4mpB(m —1)(1 - p)
=54%2m? — 28%m — 28m?% + 5% + m? — 2pm.

(1) When m < £,38m — 8 —m < 0,g(¢) <0, f'(z) <0, implying f(z) is strictly
monotonically decreasmg

(2) When & < m < 1, at this point 3™ > 1,3m —1 <m, (3m —1)3 < m,38m —
B—m<0,g(t) <0, f’( ) <0, mdlcatlng fz)is strlctly monotonically decreasing.
()When7<m<11f6< T, at this point o= <1, then 3m — f —m <

0,9(t) <0, f'(x) < 0, which means f(z) is strictly monotonlcally decreasing.
When % <m < 1,and 8 > 5™ it is evident that § < - < 1, at this
point, 38m — 8 —m > 0.
Define the function as h(m, 8) = 53%m? — 2mj3? — 2m?B — 2mpB3 + 8% + m?,

oh
(g;’ﬁ):10m2,6’—4m5—2m2—2m+26=2(5m2ﬁ—2m6—m2—m—i—ﬁ).
Define the function as hy(m, ) = 5m?8 — 2mB — m? —m + B.
Ohi(m, B) 9 m
TP 5m? —2m 41> 0 o
5 m m+1>0, B>3m_1,
hy m,L = 5m? mn —2m mn —m?—m+ mn
dm—1 3m—1 dm—1 3m—1
~ 2m(m —1)?
- 3m -1
> 0.

Then hy(m, ) > hy (m, m%) > 0, indicating that h(m, ) is strictly monotoni-

cally increasing for 3,

" < 3mm— 1) = (2(?m—1)1()7: — < 0,A(m, 1) = (2m = 1)* > 0.

Moreover h(m, 8) = (5m? — 2m + 1) f2 — 2m(m + 1)8 + m?.
Solving for the root 3y of § from the equation h(m, ) =0,

A =4m*(m+1)*> — 4m® (5m® — 2m + 1) = 16m*(1 —m) > 0.

If we choose 5y = m(m+51,)n_22_7;m:i1(1_m) since it is required that By > 5", then
m(m+ 1) —2m+/m(1 —m) S _m
5m? —2m +1 3m—1’
which means
(m+1)—2y/m(1—m) 1

5m2 —2m + 1 >3m—1’
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(m+1)(3m —1) = 2(3m — 1)y/m(1 —m) > 5m? — 2m + 1,
3m? +2m —1—2(3m — 1)\/m(1 —m) > 5m? —2m + 1,
—2(3m — 1)y/m(1 —m) > 2(m — 1)2,

which is a contradiction.

Therefore, By should be taken as 3y = m(m+51,)nt2_7gm-:-nl(lim), and "= < o < 1.

Hence, when + < m < 1, and s < B < Bo,h(m,B) < 0, then g(t) <
0, f’(x) < 0, indicating that f(z) is strictly monotonically decreasing.

When % <m < 1,and By < 8 < 1,h(m,B) > 0, then due to the symmetry
axis of the equation g(t) = 0 is % > 0, it follows that equation g(t) = 0
has two positive real roots t1,t2,t1 < o, i.e., when t < #1,9(t) <0, f'(z) <0, f(x)
is strictly monotonically decreasing, when t; < t < to,g(t) > 0, f'(x) > 0, f(x) is
strictly monotonically increasing, when t > t9,g(t) < 0, f/(z) < 0, f(x) is strictly
monotonically decreasing.

(4) When m > 1,¢(0) > 0, there exists tg, when ¢ < tg,g(t) > 0, f'(x) > 0, f(z)
is strictly monotonically increasing, when t > to, g(¢) < 0, f'(z) < 0, f(z) is strictly
monotonically decreasing. Thus, f(z) exhibits an “inverted bathtub” shape. O

Note. The graph of §y as a function of m is shown in Figure 1 below, where

BO _ m(m+1)+2m\/m(1—m)’% <m<1.

5m2—2m-+1

0.5 0.6 0.7 0.8 0.9 1.0
Figure 1. Graph of By variation with respect to m(0.5 < m < 1).

Set the scale parameter as § = 1, and for different combinations of the parame-
ters m, 3, the graphical representations of the density function f(x) are illustrated
in Figures 2 to 7.

Theorem 4.2. Assume a non-negative random variable X follows a three-parameter
generalized Lindley distribution GL(0, 8, m). The failure rate function A(x) then ex-
hibits the following graphical characteristics:

(1) When m < 3, X(z) is strictly monotonically decreasing.

(2) When 5 <m <1, (i) If 2m — 2+ 8 < 0, A\(z) is strictly monotonically decreas-
ing. (i) If 2m — 24+ 38 > 0,8 = 1, \(x) exhibits an “inverted bathtub” shape. (iii)
Ifom -2+ 58> 0,2(1—m) < 8 < 1,6 <4m(1l —m), A(x) is strictly monotonically
decreasing. (w) If 2m — 2+ 8 > 0,4m(1l —m) < < 1, () initially decreases
strictly monotonically, then increases, and finally decreases again.

(3) When m > 1, A(x) is strictly monotonically increasing.
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f(x)

0.08f

0.06

0.04F

0.02f

L L L
1 2 3 4

Figure 2. Graph of the density function with m =0.1,8 =0.5,6 = 1.

0.30f
0.25F
0.20F
0.15}
0.10F

0.05F

L L L T
1 2 3 4

Figure 3. Graph of the density function with m = 0.4,8 = 0.5,60 = 1.

06
0.5F
04
0.3F
0.2f

0.1

L L L L
1 2 3 4

Figure 4. Graph of the density function with m = 0.8, =0.5,0 =1 (89 = 0.8, 3"71"7_1 = %)

Proof. The failure rate function is defined as A(z) = ;% ‘2
When 0 <m <1, A0) = +00, \(+0) = 0.
When m =1, X(0) = %,)\(—i—oo) =
When m > 1, A(0) = 0, A\(+00) = +o00.

m x2m—2 2N M —2 m A m z\m
¥ =g [145(5) "] {0 [ (5)"+ 19 15 (5)]

o[ (3] - am[s(3) 414}
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X

1 2 3 4

Figure 5. Graph of the density function with m = 0.8, = 0.6,0 =1 (8o = 0.8, 525 = %)
(x)

0.45

0.40

0.35

0.30F

0.25F

0.5 1.0 1.5
Figure 6. Graph of the density function with m = 0.8,3 =0.85,0 =1 (8o = 0.8, 372~ = %)

?3m—1

f(x)

1 2 3 4

Figure 7. Graph of the density function with m = 1.5, =0.5,60 = 1.

By denoting t = (%)m , we have

mx2m72 1

BHm —1)t* + B(2m — 2+ B)t + (1 — B)(m — 1)] .

Define the function as g(t) = 8%(m — 1)t + B(2m — 2+ B)t + (1 — B)(m — 1), > 0,

400, m > 1,
g(0) = (1 = B)(m —1),g(+00) = § 400, m =1,
—oo, m < 1,

A= B2[2(m = 1) + B]* = 48%(1 = B)(m — 1)* = 8% [4(m — 1)* + 4(m — 1) + B].
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(1) When m < %,g(t) < 0, A\(z) is strictly monotonically decreasing.
(2) When £ <m < 1,if 2m — 2+ 8 < 0, that is 8 < 2(1 —m),g(t) < 0,A(z) is
strictly monotonically decreasing.
When § <m < 1,if 2m — 2+ 3> 0, that is 2(1 —m) < 3 < 1.
(i) If B =1, at this point

g(t) = (m—1)t* + (2m — 1)t = t[(m — 1)t + (2m — 1)] = (1 — m) (—t + 21m_m1> ~

Let to = 22=1 When ¢ < t,g(t) > 0, X (z) > 0; when ¢ > to,g(t) < 0,X(z) <0,

indicating A(z) first strictly monotonically increases then decreases, forming an “in-

verted bathtub” shape.

(i) If 2(1 —m) < B < 1,A = B3[dm(m — 1) + B8] = B3[8 — 4m(1 — m)].

If 6 <4m(l—m),A <0,9(t) <0,N(z) <0, A(z) is strictly monotonically decreas-

ing. If 4m(1 —m) < 8 < 1, A > 0, there exists t1,t2,0 < t1 < ta, such that g (t;) =

g (t2) =0. When ¢ < t1,9(t) < 0,X(x) <0, when t; <t <tq, g(t)>0,XN(x)>0,

when t > t3,9(t) < 0,N(x) < 0, indicating A(z) first strictly monotonically de-

creases, then increases, and finally decreases again.

(3) When m > 1,¢(t) > 0, A(z) is strictly monotonically increasing. O
Set the scale parameter as § = 1, and for different combinations of the pa-

rameters m, 3, the graphical representations of the failure rate function A\(x) are

illustrated in Figures 8 to 13.

Ax)

0.14f
0.12f
0.10f
0.08|
0.06

0.04|

1 2 3 4

Figure 8. Graph of the failure rate function with m =0.1,8 =0.5,0 = 1.
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0.55F
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1 2 3 4

Figure 9. Graph of the failure rate function with m = 0.8,3 =0.2,0 = 1.

Theorem 4.3. Assume that a non-negative random wvariable X follows a three-
parameter generalized Lindley distribution GL(6, 8, m). Then, the mean failure rate



3592 X. Xu, X. Xu, B. Gu & R. Wang

0.45F

0.44}

0.43F

0.42F

0.41F

Figure 10. Graph of the failure rate function with m =0.8,8=1,6 = 1.

AX)

1 2 3 s
Figure 11. Graph of the failure rate function with m =0.8,8 =0.6,6 = 1.
A(x)

0.48
0.46
0.44
0.42
0.40
0.38

0.36

L L L L L
0 1 2 3 4 5

Figure 12. Graph of the failure rate function with m =0.8,8 =0.8,6 = 1.

function \(z) exhibits the following graphical characteristics:
(1) Whenm < 5, () is strictly monotonically decreasing. (2) When 5 < m <1,
(a) If2(m—1)+p < 0, A(x) is strictly monotonically decreasing. (b) If 2(m—1)+8 >

0, denote By as the root of the equation 1 — m — fm + ﬂlnﬁ =0, (i) If

2(1 —m) < B < Bo, Mx) is strictly monotonically decreasing. (i) If By < B < 1,
the graph of M(z) can exhibit two possible behaviors: < 1 > strictly monotonically
decreasing, < 2 > initially strictly monotonically decreasing, then increasing, and
finally decreasing again. (c)If B = 1, \(x) initially increases strictly monotonically
and then decreases. (3) When m > 1, \(z) is strictly monotonically increasing.

Proof. The mean failure rate is defined as A(z) = =1 {In[1+ 3 (£)™] — (%)™} .
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AX)

X

L L L L
1 2 3 4

Figure 13. Graph of the failure rate function with m = 1.5,8 =0.5,0 = 1.

By denoting t = (%)m, we have \(z) = —ln(;:ﬁ#, and
A0) m . ft+1—-p

=9 50 i a-my/m + ptl/m’

When m < 1, A(0) ) ST g i/ — 100

_ 1 t=In(148) 1. In(1+6t) | _ 1-8
When m =1, %(0)—9}%+—§}%[1_f]_7'
When m > 1, A(0) =0,

_ m . ot+1—-p3
T 15 (A-m)/m o gei/m

7 lim Bitl-p
t—
1

=

_|_

g
|

When m < 1,  A(4+00) = 0.
When m =1, X(—i—oo):%tlimwzllim{l—w}:l

B —0 t—0 A
When m > 1, A(400) = 400,

m—1
V)= t’l/m*%&[—mﬂt +(m = 1)1+ Bt)t + (1 + Bt) In(1 + B)).

Define the function as g(t) = —mpt+ (m—1)(1+pt)t+ (1+6t) In(1+ 5t),t > 0,
then we have g(t) = —mpt +mt +mpB% —t — Bt2 + (1 + Bt) In(1 + Bt),

400, m > 1,
9(0) =0, g(+00) = ¢ 400, m =1,

—o0, m < 1.

In fact, when m > 1, g(t) = t* {,B(m — 1)+ (m—mB—1)1 + W} ,

lim Wiﬁ(“ﬁ”:@ lim (14%1);72(14%/):/82 lim %:0.

Thus, it follows that: g(+00) = +o0.
When m =1, g(t) = —Bt+ (1+ 8t)In(1 + ft) = ft [W;# — 1} ,
lim UEBOROAEBD — iy L)) — i [In(1 4 y) — 1] = +oo

t— 400 y——+00 Y y——+00

We have g(400) = +o0.
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When m <1, ¢g(4+00) = —o0,

g'(t) = —Bm+ (m —1)(1 + Bt) + (m — 1)t +  + SIn(1 + Bt)
=2(m —1)Bt + (m —1)(1 — B) + Bln(1 + Bt).

Define the function as ¢1(t) = 2(m — 1)t + (m — 1)(1 — 8) + S1ln(1 + St),t > 0,

>0, m>1
400, m > 1,
g1(0)=(m-1)(1-p)=¢ =0, m=1, 91(+00)={

<0,m<1,

—oo, m < 1,

62
1+ 6t

g1(t) =2(m —1)B +

Define the function as go(t) = 2(m — 1) + 1+Bt’t >0,

g2(0) = BI2(m — 1) + B, ga(+00) = 2(m — 1)B, gh(t) = — iz < 0.
1) When m < £,2(1—=m) > 1,2(m — 1) + 8 < 0,92(t) < 0,41(t) < 0,q1(t) <

(
0,¢'(t) <0 g( ) < 0,A(z) is strictly monotonically decreasing.
(2) When § <m < 1,
(a) 2(m )+B <0, that is f<2(1-m) <1,92(0) <0,92(t) < 0,05 (t) <0,01(t) <
0,9'(t) < 0,g(t) < 0, \(z) is strictly monotonically decreasing.
(b) 2( ) + 68 > 0, that is 2(1 —m) < < 1, there exists ta, g2 (t2) = 0, if
2(m—1)+p
2(m —1)(1 =0,2(m—1)+2(m—1 = _Am7TP
(m = 1)1+ 51) + 8 = 0.2(m = 1)+ 2m = 1)t + = 0.ty = 2=t
Then when ¢t = t9, g1 (t2) is the maximum value of g;(¢) :
2(m—-1)+p 2(m—1)+p
=2m—-1)———F—— - 1)(1 - In|l4+ ——"—F—
o1 (1) = 2m ~ DFZE=IEE b (n = 1)1 = 9) + o |14+ R
B
m— fm+ n2(1_m)

Define the function as h(8) =1 —m — fm+ S1ln ﬁ, 21—-m) < p <1,

B
2(1 —m)
h2(1—m))=1-m—2(1—m)m=2m?> -3m+1=2m—1)(m—1) <0,
h(l)=1—-m—-m—In[2(1—-m)]=1-In2—2m — In(1 —m).

h'(B) = —m +1In +1>0,

Define the function as hy(m) =1—-In2—2m —In(1 —m), 3 <m <1,

1 2m —1
hi(m) = -2+ == 1-m > 0,h1(0.5) = 0,h1(m) > 0,h(1) >0

Then, there exists By such that h(8y) = 0, when 2(1 —m) < 8 < Bo, h(B) < 0,
when By < 8 < 1,h(B8) >0
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(1) When 2(1 — m) < 8 < fo, h(8) < 0,41 (t2) < 0,g(t) < 0,g/(t) < 0,g(t) <
0, A() is strictly monotonically decreasing. (ii) When By < 8 < 1,h(8) > 0, g1 (t2)
> O, there exists tll,tlg,tu < t12 with g1 (tu) =01 (tlg) =0.

When t < t11,1(t) < 0,¢'(¢t) <0, when t1; <t < t12,91(t) > 0,¢'(t) > 0, when
t> tlg,gl(t) < O,QI(t) < 0.

It is clear that, < 1 > if g(t) < 0, then A(x)is strictly monotonically decreasing,
< 2 > if there exists to1, to2, g (to1) = g (to2) = 0, when ¢ < to1, g(t) < 0; when to; <
t < tog,g(t) > 0; when t > tg2,g(t) < 0, then \(x) is “first strictly monotonically
decreasing then increasing and again decreasing”.

(c) Especially when 8 =1, and 3 < m < 1, at this time

g(t) = —mt +mt +mt? —t —t* + (1 +t)In(1 +t)
=mt* —t—t*+ (1+t)In(1 +¢),

9(0) =0, g(+00) = —o0,

gt)=2mt —1—-2t+1+1In(1+1)
=2mt — 2t + In(1 + ¢).

Define the function as g1 (t) = 2mt¢ — 2t + In(1 +¢),t > 0,

1 1
0)=0 — 00,d () =2m—-24+— =2(m—1)4+ —.
91(0) =0, g1(4+00) 00, g1 (t) = 2m + 1 (m )+1+t

Denote ty = %, then ¢} (t2) = 0, when ¢ < ta, g1 (t) > 0, when t > t9, g1 (¢) < 0.

There exists t1,91 (f1) = 0, when t < t1,91(t) > 0,¢'(t) > 0, when t > t1,01(¢) <
0,¢'(t) < 0. There exists tg, g (to) = 0, when ¢ < tg, g(t) > 0, when ¢ > to, g(t) <0,
then \(x) first strictly monotonically increases then decreases.
(3) When m > 1,g}(t) > 0,g1(t) > 0,4'(t) > 0,g(t) > 0, \(x) is strictly monotoni-
cally increasing. O
Set the scale parameter as § = 1, and for different combinations of the param-
eters m, 3, the graphical representations of the mean failure rate function \(x) are
illustrated in Figures 14 to 23.

20

L L L n
0.5 1.0 1.5 2.0 25

Figure 14. Graph of the mean failure rate function with m = 0.1,8 = 0.5,6 = 1.

Theorem 4.4. Assume a non-negative random wvariable X follows a three-
parameter generalized Lindley distribution GL(6, 3, m). Then, the mean residual
life M (z) exhibits the following graphical characteristics:

(1) Whenm < 1, (a) If2(m—1)4+8 <0, <1 > Ifm < 1, M(x) is strictly monoton-
ically increasing. < 2 > If% <m < 1,M(z) is strictly monotonically increasing.
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L L L L n
0.5 1.0 1.5 20 25

Figure 15. Graph of the mean failure rate function with m = 0.8,8 =0.2,0 = 1.

0.75F
0.70F
0.65F
0.60f

0.55F

0.5 1.0 1.5 20 25

Figure 16. Graph of the mean failure rate function with m = 0.8, 8 = 0.5,60 = 1(3¢ = 0.656402).

0.52f
0.51F
0.50}

0.49F

Figure 17. Graph of the mean failure rate function with m = 0.8, 8 = 0.66, 0 = 1(8p = 0.656402).

—~

b) If2m—-1)4+>0,<1>Ifm< %, this condition does not exist. < 2 > If
<m<1, (i) If B <4(1 —m)m, M(x) is strictly monotonically increasing. (ii) If

(I =m)m < B < 1,M(z) may strictly monotonically increase, or it may initially

increase, then decrease, and increase again. (iii) If 8 = 1, M(x) initially decreases

strictly monotonically, then increases.

(2) When m > 1, M(z) is strictly monotonically decreasing.

S o=

Proof. The mean residual life is defined as:

0o +oo  (14+B2)0 —» m—
SR -Faldy S Sate et de

T 2]

M@ =" "F  ~ h+a@) Tew =)
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Ax)

0.500 |
0.495
0.490
0.485f
0.480

0.475F

Figure 18. Graph of the mean failure rate function with m = 0.8, 8 = 0.67,6 = 1(8p = 0.656402).

A)

0.490
0.485
0.480

0.475

Figure 19. Graph of the mean failure rate function with m = 0.8, 8 = 0.68,60 = 1(8p = 0.656402).

Ax)

0.485
0.480
0.475

0.470

Figure 20. Graph of the mean failure rate function with m = 0.8, 8 = 0.685,60 = 1(8p = 0.656402).

+oo —z_1/m—
By denoting t = (%)ﬁ, we have M(z) = %ft (Hgi);t)ez_lt : ¢ M(0) = E(X),
. 1—-F(x)
M =1 _—
(429 = g 70
o 1+8(5)"
= — lim 5 (,,f)
T M
o™ 1+t

m m—l>r—|r-loo Om—1¢1=1/m(Bt +- 1 — B3)
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0.485f

0.480

0475

0470

0.475

0.470

0.465

Figure 22. Graph of the mean failure rate function with m = 0.8, 8 = 0.7,0 = 1(0 = 0.656402)

A

0.5F

1 2 3 4

Figure 23. Graph of the mean failure rate function with m = 1.5,8 = 0.5,0 = 1.

= — lim 145t
m a—-+oo t1=1/m(Bt + 1 — B)
0, m>1,
= 0, m=1,
400, m < 1,

, m—1 ﬁt'i‘]._ﬁ +oo e
=) B [
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B (1 + /Bt)Qtl/m—le—t }
Bi+1-3

Jm—1_—t
Define the function as g(t) = f;roo(l + B2)2Y/mlem dz — %,t >0,

(1) = T 2ot (1)1 4 507 4 51+ 51— ],
g9(+00) =0,

400 241/m—1_—t
g(0) = / (14 Bz)zY/m1e™ dz — lim (1+5)% c
0

t—0 ot+1—-p3

—00, m > 1,
+o0 1 1 62
= 1 _Zd _7:1 _—— = — :1
T e B e e e
+oo
/ (14 Bz)zY/m=le2 dz, m > 1.
0

Define the function as ¢1(t) = (m — 1)(1 + 8t)* + 3(1 + Bt) — Bm,t > 0,

>0,m>1,
g1(0)=m—-1+8-PFm=(m-1)(1-8)={ =0, m =1,

<0,m<1,

400, m > 1,
91(+00) = ¢ +o0, m = 1,

—oo, m < 1,
1 (t) = 2B(m = 1)(1 + Bt) + B2,

(1) When m < 1, let ¢} (¢) = 0, that is
2(m—1)+28(m—1)t+8 = 0,28(1—m)t = 2(m—1)+8,9;(0) = B[2(m—1)+4].

(a) If 2(m — 1) + B <0, that is 8 < 2(1 —m).

< 1> Form < %, that is 2(1 — m) > 1, then 2(m — 1) + 8 < 0, furthermore

g1(t) <0,01(t) <0,¢'(t) <0,9(t) >0, M(x) is strictly monotonically increasing.

<2>If1<m<1,8<2(1—m)gi(t) <0,g1(t) <0,¢/(t) <0,9(t) > 0, then

M (z) is strictly monotonically increasing.

(b) If 2(m — 1) + 8 > 0, that is 8 > 2(1 —m).

<l>Ifm< %,ﬁ > 2(1 —m) > 1, which is in contradiction with 0 < g < 1.

<2>IfL<m<1,8>21-m), ie2(l—m)<B <1, denote ty = %
at this point. When ¢ < t9,¢1(t) > 0; when t > t2,91(t) < 0, i.e. g1 (t2) is the

maximum value of g;(t),

B 2(m—1) 4 8]° 2(m —1) +
gl(tg)—(m—l) 1+2(1m)} +ﬁ|:1+2(17n) —5’[’)7/
P g4 —mym).

4(1 —m)
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() If B <41 —m)m,g1(t) <0,¢'(t) < 0,9(t) > 0, M(x) is strictly monotonically
increasing.
(ii) If 4(1 — m)m < B < 1, there exists t11,t12,t11 < ti2, 01 (tll) = g1 (tlg) =0,
when t < t11,01(¢t) < 0,¢'(t) < 0; when t17 < t < t12,91(t) > 0,¢'(t) > 0; when
t > t12,91(t) < 0,¢'(t) <0, then M(z) may strictly monotonically increase or first
increase, then decrease, and increase again.
(iii) If B = 1, since g1(0) = 0, there exists t1,¢1 (t1) = 0, when t < t1,01(¢) >
0,¢'(t) > 0; when ¢t > t1,1(t) < 0,¢'(¢t) <0, then M (x) first strictly monotonically
decreases, then increases.
(2) When m > 1,¢i(t) > 0,91(¢t) > 0,¢'(¢) > 0,9(t) < 0, M(x) is strictly monotoni-
cally decreasing. O
Set the scale parameter as # = 1, and for different combinations of the parame-
ters m, 3, the graphical representations of the mean residual life M (x) are illustrated
in Figures 24 to 30.

42x107 F
4.0x107 F
3.8x107 |
3.6x107 |

3.4x107 |

0.5 1.0 15 2.0 25

Figure 24. Graph of the mean residual life with m = 0.1,3 = 0.5,0 = 1.

0.5 1.0 15 2.0 25

Figure 25. Graph of the mean residual life with m = 0.8, 3 =0.3,0 = 1.

5. Estimation of parameters for the generalized
three-parameter Lindley distribution in a full
sample context

Let X1, X5,--+,X,, be a simple random sample of size n from a population fol-
lowing a three-parameter generalized Lindley distribution X ~ GL(8, 8, m), with
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M(x)

2.05F

2.00F

1.95F

1.90F

s s s s s

0.5 1.0 1.5 20 25

Figure 26. Graph of the mean residual life with m = 0.8, = 0.5,0 = 1.

212F

2.10F

2.08}

2.06

2150

2.145F

2140

2135

2.130

0.5 1.0 1.5 2.0 25

Figure 28. Graph of the mean residual life with m = 0.8,3 =0.7,0 = 1.

sample observations denoted as 1, T2, - - , T, and ordered observations as x (1), T(2),

. ,x(n).

Due to the complexity of the distribution function, density function, and higher-
order moments of the generalized three-parameter Lindley distribution GL(6, 8, m),
the conventional methods of maximum likelihood estimation and moment estima-
tion involve solving very complex transcendental equations. It is theoretically dif-
ficult to study their existence and uniqueness, hence the necessity of finding new

methods for parameter estimation.

Let Y =In X,Y; =In X;,y; =Inz;,1 =1,2,--- ,n, and denote y =1nb,0 = -~
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2.32
2.30F
2.28}
2.26f
2.24

222 ) " / .

1 2 3 4

Figure 29. Graph of the mean residual life with m = 0.8, =1,0 = 1.

X

0.5 1.0 15 2.0 25

Figure 30. Graph of the mean residual life with m =1.5,8 =0.5,0 = 1.

For —oco < y < 400, the distribution function of Y is

Fy(y) = Pn X < y)
=P(X <é&Y)

) )T
. [1+ﬁexp (y;“ﬂ exp [—exp (y;“)] _

Let Z = IHX%, and then for —oo < z < +00, the distribution function of Z is

Fz(z) =1—(1+Be*) e, fz(2) = (1 + Be* — B) e*e .

Lemma 5.1. Suppose the distribution function Fz(z) and density function fz(z)
of a random variable Z are respectively:

Fz(z) =1—(1+8e*) e, fz(2) = [(1 - B) + Be*] e’ .
Then E(Z) =a1+ 6, FE (ZQ) =as+ b, F (ZS) =az+c3B, F (Z4) =ay + c4f,
D(Z) = —B%+by, E[Z — E(Z))? = 282 + b3, E|[Z — E(Z)]* = —38* — 6b28% + by,
where a; = —0.577216,as = 1.97811, a3 = —5.44487, a4 = 23.5615,
c1 =1, c¢o=—1.15443, ¢3=>5.93434, ¢4 = —21.7795,
by = ap — a3 = 1.64493, bs = a3 — 3aiay + 2a5 = —2.40411,
by = aq4 — 4aza; + 6a2a% — 3(1411 = 14.6114.
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Proof. It is evident that the k -th moment of Z is

E(Z%) = /_+<><> 2F[(1 = B) + Be*]ee™® dz

_ /+°°[(1 — B) + Bt)(Int)Fet dt
0

+oo +o00
=(1 —5)/0 (Int)ke™? dt+ﬂ/0 t(nt)ke=t dt

“+00 +oo o0
= Int)fet dt [ t(lnt)ke™t dt — ltktdt].
/0 (Int)e +ﬁ/0 (Int)*e / (Int)*e

Let ay = f0+°°(lnt)ke_t dt, e, = f0+oo t(lnt)ke=t dt — O+°o(lnt)ke_t dt.
Considering:

. k —t _ 1: k_—t _
}grg)(lnt) e —}g}%(t—i—l)(lnt) e =0,

- ko—t _ 1 k—t _
tilgrnoo(lnt) et = t£+mm(t+ D(Int)*e " =0,
+oo
ay = / (Int)ke~t dt
0
—+oo
S 1
=— (lnt)k67t|;_ + k/ ;(lnt)kileft dt
0
+o0 1
= k/ —(Int)* et dt,
0 t

“+o0
cp = / t(nt)ke=t dt — ap
0

o teotr+l
=—(t+ 1)(lnt)ke*t|;r + k/ %(lnt)kfle% dt — ag,
0

“+o0 400 1
= k/ (Int)*=te~t dt + k/ ;(lnt)kfle*t dt
0 0
too g
- k/ “(Int)* e~ dt
0 t

—+oo
= k/ (Int)*=tet dt
0
= k'ak;_l.

By calculation, we have

a1 = —0.577216, as = 1.97811, a3 = —5.44487, as = 23.5615,
c1 = 1,00 = —1.15443, ¢3 = 5.93434, ¢, = —21.7795.

Let by = ag — a? = 1.64493,b3 = a3 — 3ajas + 2a3 = —2.40411,
by = a4 — 4aza; + 6aga? — 3a} = 14.6114.

Then we have

E(Z)=a1+B,E(Z°) = az + c28,E (Z%) = a3 + c38,E (Z*) = a4 + cub,
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D(Z) = E[Z - E(Z)
=as+ c2f — (a1 Jrﬂ)z
= B2+ (co—2a1)B+as —a?
= —B% + by
= — (% +1.64493,
E[Z - E(Z)? =E (2% - 3E (Z°) E(Z) +2[E(2)]®
=az + 3B — 3 (a2 + c2B) (a1 + B) + 2 (a1 + B)°
=26% + b3
=233 — 2.40411,
E[Z-E(Z)*=E(Z*) —4E (Z*)E(Z) + 6E (Z%) [BE(Z))? - 3[E(2)]*
=ay+ caff — 4 (a3 + c3B) (a1 + B) + 6 (a2 + c28) (af + 2a18 + B%)
-3 (a% + 2a18 + ﬂ2)2
=-3B8"—6(az — al) B° + by = —3B* — 6b28* + by
= —3B* — 9.8695832 4 14.6114.
O
Furthermore, given that Y = p+0Z,it can be deduced from the aforementioned
lemma that:
EY)=p+oE(Z)=pn+o(a +6),DY)=0’D(Z).

n
Let Y =1 Z Y;, 8% =1 Z ( ) , and thus a system of moment equations

n

=1
can be estabhshed as follow:

Y =pu+o(a;+B),
512/—0' b2—52>

If the shape parameter [ is known, then the point estimates of the parameters

o, m are:
/ /bz - 52

And the point estimates for the parameters u, 6 are:

ﬂY&<a1+6)7éeXp{Y“If }
m

Since 7, 0 depend on the shape parameter 3, it can be denoted as m(f), é(ﬁ) .

Let F =1-11 rg )™ ro )M S b
€ (x(J))_ - +ﬁ(é(,8)> exp _(é(5)> yJ = L, 4,00, be a
function of the shape parameter 3.

Define Q(p) Z |F (z;)) — | and considering the range [0, 1] of the shape

parameter (3, set a step size 0.00001, denote 3; = 0.00001j,j = 0,1,2,---,10% and
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calculate the values of Q (8;),j = 0,1,---,10°, taking its minimum value. The
corresponding ; can then be considered as the point estimate of the parameter 3,
denoted as 3.

Note. The step size mentioned above can be determined according to the required
computational precision and is not necessarily 0.00001.
Consequently, the point estimates of the parameters m, 6 can be obtained as:

m = bQ_BQ ex }7_@14-8
VT2 P m [

6. Case study analysis

>
I

Case 6.1. Reference [18] provides data on the waiting time (in minutes) of 100
customers waiting for service at a bank:

0.8, 0.8, 1.3, 1.5, 1.8, 1.9, 1.9, 2.1, 2.6, 2.7, 2.9, 3.1, 3.2, 3.3, 3.5, 3.6
4.0, 4.1, 4.2, 4.2, 4.3, 4.3, 4.4, 4.4, 4.6, 4.7, 4.7, 4.8, 4.9, 4.9, 5.0, 5.3,
5.5, 5.7, 5.7, 6.1, 6.2, 6.2, 6.2, 6.3, 6.7, 6.9, 7.1, 7.1, 7.1, 7.1, 7.4, 7.6,
7.7, 8.0, 8.2, 8.6, 8.6, 8.6, 8.8, 8.8, 8.9, 8.9, 9.5, 9.6, 9.7, 9.8, 10.7, 10.9,
11.0,11.0,11.1,11.2,11.2,11.5,11.9, 12.4, 12.5,12.9, 13.0, 13.1, 13.3, 13.6, 13.7,
13.9,14.1,15.4,15.4,17.3,17.3, 18.1, 18.2, 18.4, 18.9, 19.0, 19.9, 20.6, 21.3, 21.4,
21.9,23.0,27.0, 31.6, 33.1, 38.5.

Reference [11], through the K-S test, considers the data to originate from a
single-parameter Lindley distribution. In the full sample context, the point estimate
of parameter 6 is calculated as 6 = 0.1866, and its distribution function is shown in
Figure 31.

Utilizing the method proposed in this paper, the data is fitted with the general-
ized three-parameter Lindley distribution, resulting in point estimates for the three
parameters as B = 0.99999, m = 1.02945, and 6 = 5.005. The distribution function
is illustrated in Figure 31.

Empirical distribution function
Three-parameter Lindley distribution

0.4 / One-parameter Lindley distribution

10 -0 a
0 20 20

Figure 31. Empirical distribution function and theoretical distribution functions for case 6.1.

Observing Figure 31, it is evident that both the single-parameter Lindley dis-
tribution and the generalized three-parameter Lindley distribution fit the batch of
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data well.

Case 6.2. In reference [25], through 47 observations during the maintenance pro-
cess of a certain model of tank, the on-site observed values for the primary level
preventive maintenance and secondary level upkeep time were obtained as follows
(unit: hours):

0.80, 1.00, 1.00, 1.41, 1.50, 1.50, 1.50, 2.00, 2.00, 2.00
2.00, 2.50, 2.50, 2.75, 3.20, 3.30, 3.70, 3.80, 3.80, 4.00
4.00, 4.00, 4.00, 4.00, 4.00, 4.10, 5.00, 5.00, 5.50, 5.50
5.50, 6.00, 6.50, 7.00, 7.16, 7.75, 8.00, 8.00,9.50, 9.73
10.00, 11.40, 12.00, 12.00, 14.00, 15.21, 15.50.

Reference [12], through fitting tests, arrived at the following two conclusions: (1)
It is considered that the primary level preventive maintenance and secondary level
upkeep time for this model of tank follows an Ailamujia distribution with parameter
6 = 2.7299. (2) It is believed that the primary level preventive maintenance and
secondary level upkeep time for this model of tank follows a Lindley distribution
with parameter 6 = 0.3217. The corresponding distribution functions are shown in
Figure 32.

Using the method presented in this paper, the data is fitted with the general-
ized three-parameter Lindley distribution, resulting in point estimates for the three
parameters as B = 0.99999, m = 1.06297,é = 2.823. The distribution function is
illustrated in Figure 32.

< ——— Empirical distribution function
0el d Three-parameter Lindley distribution
One-parameter Lindley distribution

————— Ailamujia distribution

¥
=0 [ T 1 )

10
Q

Figure 32. Empirical distribution function and theoretical distribution functions for case 6.2.

Observing Figure 32, it is evident that both the single-parameter Lindley dis-
tribution and the generalized three-parameter Lindley distribution fit the batch of
data well.
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