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MAXIMUM ERROR ESTIMATES OF
DISCONTINUOUS GALERKIN METHODS

FOR SOLVING NEUTRAL DELAY
DIFFERENTIAL EQUATIONS
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Abstract The exact solution to a neutral delay differential equation is gen-
erally non-smooth. Some possible loss of accuracy is usually found if certain
high-order numerical methods are applied. The discontinuous Galerkin (DG)
methods are introduced to numerically solve neutral delay differential equa-
tions so as to handle the difficulties. Maximum error estimates of the numerical
method is investigated. Theoretical results indicate that the p-degree DG ap-
proximate solution has an accuracy of p-th order. Numerical experiments are
presented to confirm the effectiveness and performance of the DG methods.
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1. Introduction

We consider to apply discontinuous Galerkin (DG) methods for solving nonlinear
neutral delay differential equations (NDDE) with a constant delay or a proportional
delay, having the formx′(t) = f(t, x(t), x(φ(t)), x′(φ(t))), t0 < t ≤ T,

x(t) = ϕ(t), t ≤ t0,
(1.1)

where φ(t) = t−ς (ς > 0) with ς being the constant delay or φ(t) = mt (0 < m < 1)
with mt being the proportional delay, and ϕ(t) is a given initial function.

Many natural phenomena are widely modeled as NDDE in scientific fields such
as physics [34,37], biology [3], ecology [2], control systems [30,36], etc. Over the past
few decades, a great deal of attention has been devoted to the numerical solution
to NDDE by a certain numerical method, such as linear multistep methods [11,20],
Runge-Kutta methods [12, 40, 42], one-leg methods [44] and so on [4, 19, 46]. The
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major emphasis rests on the stability analysis for specific numerical method. For
example, Cong et al. [13] established a sufficient condition of weak delay-dependent
stability of multistep Runge-Kutta methods for NDDE. Wang et al. [45] obtained
sufficient conditions of delay-dependent stability of a class of Runge-Kutta methods
for NDDE. The convergence and stability of finite difference method for nonlinear
neutral functional differential equations have been studied intensively in [38]. The
convergence of the fully geometric mesh one-leg methods for NDDE with a propor-
tional delay has also been investigated in [39]. To the best of our knowledge, few
research has been conducted in convergence analysis of the DG methods for solving
problem (1.1). One of the reasons is that the global solutions to NDDE are gener-
ally not so smooth (e.g., [2,3,16]). Some possible loss of accuracy is usually found if
some high-order numerical methods are applied. As a result, a major concern today
is to continue to develop an efficient and effective numerical method for numerically
solving the problems.

DG methods have been recognized as efficient and effective methods for numer-
ically solving a diversity of differential equations with discontinuous solutions. For
ordinary differential equations (ODE), readers can consult the study by Estep [17],
Delfour et al. [15]. In particular, for ODE with non-smooth solutions, Schötzau
and Schwab [32,33] investigated the hp-version regarding to the DG methods. The
authors derived a priori error estimate explicit in time step and in approximation or-
ders. The DG methods also have been intensively investigated for time-dependent
partial differential equations, e.g., nonlinear dispersive equations [25], KdV type
equations [50], hyperbolic conservation laws [8], semilinear parabolic problems with
time constant delay [29, 49], etc. For more details, we refer to [9, 10, 14] and ref-
erences therein. So far, the DG methods have been proven to be high-order ac-
curate and stable methods, and generally some superconvergence results are avail-
able [1, 6, 7, 48, 52]. Consequently, it is reasonable to bring in the DG methods for
solving delay differential equations (DDE).

Brunner et al. [5] studied the DG methods for pantograph type DDE in 2010.
They obtained some superconvergence results. Furthermore, for the same problem,
Huang et al. [21] in 2011 obtained superconvergence result at t = 0. They also stud-
ied hp DG methods for DDE with nonlinear vanishing delay [22]. At the same time,
Li et al. considered nonlinear stability and convergence of DG methods for different
kinds of DDE in [26–28]. Recently, Tu et al. [35] introduced a new postprocessing
method aimed at improving the numerical errors of DG approximation for DDE.
For NDDE, the equations’s behavior (e.g., well-posedness, continuity, asymptotic
boundedness) are markedly different, see, e.g., [23]. Especially, Brunner et al. [5]
showed that the analysis of the convergence of the DG methods for NDDE with pro-
portional delay remained an open problem. Given the aforementioned, the study
of the DG methods for NDDE is a far more challenging issue, yet to be adequately
addressed.

In the first content of this study, we investigate the DG methods for solving
NDDE under a constant delay case. It is proved that the p-degree DG approximate
solutions of the NDDE can be p-th order accurate. Therefore, the method can
be high-order accuracy. Furthermore, we apply the DG methods for NDDE with
proportional delay. By an equivalent transformation, the equations become the
NDDE with a constant delay. Then, the convergence analysis follows from the
previous mentioned results for NDDE with a constant delay. We would like to
mention that the convergence order of the DG methods for NDDE is quite different
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from that for the DDE investigated in [5, 21, 22, 28, 31]. Because of the effect of
neutral delay term, the accuracy order is at least one order lower. Meanwhile, we
also test some convergence orders at the nodal points. No superconvergence results
are found. Finally, all the conclusions are illustrated by several numerical examples.

We organize the paper as follows. In section 2, a detailed analysis as well as
implementation of DG methods for solving NDDE under a constant delay case is
presented. Also, we apply the DG methods for solving NDDE under a proportional
delay case. Experimental studies are shown in section 3. Finally, conclusions are
summarized in the last section.

2. The constant delay case

This section centers around DG methods for solving NDDE under a constant delay
case and the method’s convergence results.

2.1. DG methods

Take a positive integer k. Let h = ς
k . Consider the following uniform mesh:

T h : t0 < t1 < . . . < tN ,

where tn = nh, n = 0, 1, 2, · · · , N , and the index N satisfies tN−1 < T ≤ tN . Let
Jn = (tn−1, tn) and T = [t0, T ]. Define

Sh(T h, p;Rd) := {v ∈ L2(T ;Rd) : v|Jn ∈ Qp(Jn;Rd), n = 1, 2, · · · , N},

of which Qp(Jn;Rd) is the set of polynomials whose degrees are no more than p.
Define v+n = limt→t+n

v(t) and v−n = limt→t−n
v(t). Define the jump by [v]n = v+n −v−n .

Multiplying by v ∈ Qp(Jn;Rd) and integrating over the element Jn, under the
constant delay case (φ(t) = t− ς), then problem (1.1) turns into∫

Jn

x′(t)vdt =

∫
Jn

f(t, x(t), x(t− ς), x′(t− ς))vdt, n ≥ 1, x ∈ Rd. (2.1)

With this, we could define the p-degree DG solution X ∈ Sh(T h, p;Rd) as:

N∑
n=1

∫
Jn

(
X ′(t), v

)
dt+

N∑
n=2

(
[X]n−1, v

+
n−1

)
+

(
X+

0 , v
+
0

)
(2.2)

=

N∑
n=1

∫
Jn

(
f(t,X,X(t− ς), X ′(t− ς)), v

)
dt+

(
x(0), v+0

)
, ∀ v ∈ Qp(Jn;Rd).

We could also rewrite the above DG methods as a time-stepping scheme, i.e.,∫
Jn

(
X ′(t)− f(t,X,X(t− ς), X ′(t− ς)), v

)
dt+

(
X+

n−1, v
+
n−1

)
=

(
X−

n−1, v
+
n−1

)
, ∀ v ∈ Qp(Jn;Rd). (2.3)
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2.2. Error estimates

The main convergence result is revealed in the following theorem under the following
assumption

∥f(t, u1, v1, w1)− f(t, u2, v2, w2)∥ ≤ L(∥u1 − u2∥+ ∥v1 − v2∥+ ∥w1 −w2∥), (2.4)

where L > 0 is a constant,and ∥ · ∥ is the usual norm, which is deduced form the
inner product.

Theorem 2.1. Suppose assumption (2.4) holds and the exact solution x to Equa-
tion (1.1) is smooth in each interval ((i− 1)ς, iς), i = 1, 2, . . . . Then it holds that

∥x−X∥∞ ≤ Chp,

where X is the DG approximate solution defined in (2.2), p is the degree of the DG
methods and C is a constant independent of h.

In the above theorem,

∥x−X∥∞ := max
t∈J

|x(t)−X(t)|.

Remark 2.1. In [51], the authors also introduced the DG methods for solving
the NDDEs. In their paper, the error estimates are obtained by assuming the
solutions are sufficiently smooth. While in the present paper, it is assumed that
the exact solutions to Equation (1.1) are smooth only in each interval ((i−1)ς, iς),
i = 1, 2, . . . . It implies that the solutions are discontinuous at the time iς. Therefore,
the error estimates are different.

In order to prove Theorem 2.1, we introduce the following several lemmas.

Lemma 2.1 ( [28]). Let J = (c, d). It holds that∫ d

c

∥ψ∥2dt ≤ 1

d− c

d∑
i=1

(

∫ d

c

ψi(t)dt)
2 +

1

2

∫ d

c

(d− t)(t− c)∥ψ′(t)∥2dt,

where ψ(t) = (ψ1(t), . . . , ψd(t)) ∈ Qp((c, d);R
d), p ∈ N0 with N0 being a given

positive integer.

Lemma 2.2 ( [32]). For any p ∈ N0 and J = (c, d), it holds

∥ψ∥2Jn,∞ ≤ C log(p+ 1)

∫ d

c

∥ψ′(t)∥2(t− c)dt+ C∥ψ(d)∥2

for every ψ(t) = (ψ1(t), . . . , ψd(t)) ∈ Qp((c, d);R
d), where C denotes a constant

and
∥ψ∥Jn,∞ := max

t∈Jn

|ψ(t)|.

Lemma 2.3 ( [28]). Let Πh : C(0, 1) −→ Sh(T h) be an interpolation operator
which is the unique function in Sh. Suppose that

Πhx(t
−
n ) = x(t−n ),

∫
Jn

Πhxvdx =

∫
Jn

xvdx, ∀v ∈ Qp−1(Jn;Rd), p ≥ 1, (2.5)

where x denotes a smooth function in a given interval. Then, it holds

∥x−Πhx∥Jn,∞ + h∥(x−Πhx)
′∥Jn,∞ ≤ Chp+1∥x∥Jn,p+1,∞. (2.6)
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Now, let ϵ := x−X = x− Πhx+Πhx−X := ξ + θ. Then, one can check that
for the difference θ, it holds that∫

Jn

(
θ′(t), v

)
dt+

(
θ+n−1, v

+
n−1

)
=

(
θ−n−1, v

+
n−1

)
(2.7)

+

∫
Jn

(
f(t, x, x(t− ς), x′(t− ς))− f(t,X,X(t− ς), X ′(t− ς)), v

)
dt

for all v ∈ Sh(T h, p;Rd). Equivalently, we have

−
∫
Jn

(
θ(t), v′

)
dt+

(
θ−n , v

−
n

)
=

(
θ−n−1, v

+
n−1

)
(2.8)

+

∫
Jn

(
f(t, x, x(t− ς), x′(t− ς))− f(t,X,X(t− ς), X ′(t− ς)), v

)
dt.

As a result, we have the following results from formulae (2.7) and (2.8).

Lemma 2.4. It holds

∥θ−n ∥2 ≤ ∥θ−n−1∥2+5L

∫
Jn

∥θ(t)∥2dt+L
∫
Jn

∥ξ(t)∥2dt+L
∫
Jn−k

∥ϵ(t)∥2dt (2.9)

+ L

∫
Jn−k

∥ϵ′(t)∥2dt,∫
Jn

∥θ′∥2(t− tn−1)dt ≤ 6L2h

∫
Jn

∥ξ(t)∥2dt+ 6L2h

∫
Jn

∥θ(t)∥2dt (2.10)

+ 3L2h

∫
Jn−k

∥ϵ(t)∥2dt+ 3L2h

∫
Jn−k

∥ϵ′(t)∥2dt,

d∑
i=1

(

∫
Jn

θi(t)dt)
2 ≤ 2h2∥θ−n ∥2 + 4L2h3

∫
Jn

∥ξ(t)∥2dt+ 4L2h3
∫
Jn

∥θ(t)∥2dt (2.11)

+ 2L2h3
∫
Jn−k

∥ϵ(t)∥2dt+ 2L2h3
∫
Jn−k

∥ϵ′(t)∥2dt.

Proof. To show (2.9), we take v = θ(t) in (2.7) and (2.8). Then, by summing the
two equations, we have

∥θ−n ∥2 + ∥θ+n−1∥2

= 2

∫
Jn

(
f(t, x, x(t− ς), x′(t− ς))− f(t,X,X(t− ς), X ′(t− ς)), θ(t)

)
dt

+2
(
θ−n−1, θ

+
n−1

)
≤ 2L

∫
Jn

(∥ϵ(t− ς)∥+ ∥ϵ(t)∥+ ∥ϵ′(t− ς)∥)∥θ(t)∥dt+ ∥θ−n−1∥2 + ∥θ+n−1∥2

≤ 2L

∫
Jn

(∥θ(t)∥+ ∥ξ(t)∥+ ∥ϵ(t− ς)∥+ ∥ϵ′(t− ς)∥)∥θ(t)∥dt+ ∥θ−n−1∥2 + ∥θ+n−1∥2
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≤ 5L

∫
Jn

∥θ(t)∥2dt+L
∫
Jn

∥ξ(t)∥2dt+L
∫
Jn

∥ϵ(t− ς)∥2dt+ L

∫
Jn

∥ϵ′(t− ς)∥2dt

+∥θ−n−1∥2 + ∥θ+n−1∥2

= 5L

∫
Jn

∥θ(t)∥2dt+L
∫
Jn

∥ξ(t)∥2dt+L
∫
Jn−k

∥ϵ(t)∥2dt+ L

∫
Jn−k

∥ϵ′(t)∥2dt

+∥θ−n−1∥2 + ∥θ+n−1∥2,

where we have used the inequality 2αβ ≤ α2 + β2.
Eliminating the term ∥θ+n−1∥2, one can get (2.9).
In order to prove (2.10), we let v = θ′(t)(t− tn−1) in (2.7) and then find∫
Jn

∥θ′(t)∥2(t− tn−1)dt

=

∫
Jn

(
f(t, x, x(t− ς), x′(t− ς))− f(t,X,X(t− ς), X ′(t− ς)), θ′(t)(t− tn−1)

)
dt

≤ L

∫
Jn

(
∥ϵ(t)∥+ ∥ϵ(t− ς)∥+ ∥ϵ′(t− ς)∥

)
∥θ′(t)∥(t− tn−1)dt

= L

∫
Jn

∥ϵ(t)∥∥θ′(t)∥(t− tn−1)dt+ L

∫
Jn

∥ϵ(t− ς)∥∥θ′(t)∥(t− tn−1)dt

+L

∫
Jn

∥ϵ′(t− ς)∥∥θ′(t)∥(t− tn−1)dt

≤ L
(∫

Jn

∥ϵ(t)∥2(t− tn−1)dt
) 1

2
(∫

Jn

∥θ′(t)∥2(t− tn−1)dt
) 1

2

+L
(∫

Jn

∥ϵ(t− ς)∥2(t− tn−1)dt
) 1

2
(∫

Jn

∥θ′(t)∥2(t− tn−1)dt
) 1

2

+L
(∫

Jn

∥ϵ′(t− ς)∥2(t− tn−1)dt
) 1

2
(∫

Jn

∥θ′(t)∥2(t− tn−1)dt
) 1

2

.

Hence, ∫
Jn

∥θ′(t)∥2(t− tn−1)dt

≤
(
L(

∫
Jn

∥ϵ(t)∥2(t− tn−1)dt)
1
2 + L(

∫
Jn

∥ϵ(t− ς)∥2(t− tn−1)dt)
1
2

+L(

∫
Jn

∥ϵ′(t− ς)∥2(t− tn−1)dt)
1
2

)2

≤ 3L2

∫
Jn

∥ϵ(t)∥2(t− tn−1)dt+ 3L2

∫
Jn

∥ϵ(t− ς)∥2(t− tn−1)dt

+3L2

∫
Jn

∥ϵ′(t− ς)∥2(t− tn−1)dt

≤ 6L2h

∫
Jn

(∥ξ(t)∥2 + ∥θ(t)∥2)dt+ 3hL2

∫
Jn

(∥ϵ(t− ς)∥2 + ∥ϵ′(t− ς)∥2)dt

= 6L2h

∫
Jn

(∥ξ(t)∥2 + ∥θ(t)∥2)dt+ 3hL2

∫
Jn−k

(∥ϵ(t)∥2 + ∥ϵ′(t)∥2)dt.

In order to obtain (2.11), we take v in (2.7) as (0 · · · 0, tn−1− t, 0 · · · 0) , of which
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tn−1 − t denotes the usual i−th component. It holds that∫
Jn

θi(t)dt− h(θi)
−
n =

∫
Jn

fi(tn−1 − t)dt

with fi being the usual i−th component of the nonlinear function f(t, x, x(t −
ς), x′(t− ς))− f(t,X,X(t− ς), X ′(t− ς)).

Then, by the widely used Cauchy-Schwarz inequality, it holds that(∫
Jn

θi(t)dt
)2

≤ 2h2(θ2i )
−
n + 2

∫
Jn

f2i dt ·
∫
Jn

(tn−1 − t)2dt

≤ 2h2(θ2i )
−
n +

2h3

3

∫
Jn

f2i dt.

Summing over for i from i to d, we have

d∑
i=1

(∫
Jn

θi(t)dt
)2

≤ 2h2∥θ−n ∥2 +
2h3L2

3

∫
Jn

(
∥ϵ(t)∥+ ∥ϵ(t− ς)∥+ ∥ϵ′(t− ς)∥

)2

dt

≤ 2h2∥θ−n ∥2 + 2h3L2

∫
Jn

(
∥ϵ(t)∥2 + ∥ϵ(t− ς)∥2 + ∥ϵ′(t− ς)∥2

)
dt

≤ 2h2∥θ−n ∥2 + 4L2h3
∫
Jn

∥ξ(t)∥2dt+ 4L2h3
∫
Jn

∥θ(t)∥2dt

+2L2h3
∫
Jn−k

∥ϵ(t)∥2dt+ 2L2h3
∫
Jn−k

∥ϵ′(t)∥2dt.

This finishes the proof of Lemma 2.4.
Thanks to the above lemmas, we are ready to prove Theorem 2.1.

Proof of Theorem 2.1. By mathematical induction, we can prove the main result.
First of all, we will show that the required error estimate holds on the interval I1.

By (2.11) and Lemma 2.1, it holds that

d∑
i=1

(

∫
J1

θi(t)dt)
2

≤ 2h2∥θ−1 ∥2 + 4L2h3
∫
J1

∥ξ(t)∥2dt+ 4L2h3
∫
J1

∥θ(t)∥2dt

+2L2h3
∫
J1−k

∥ϵ(t)∥2dt+ 2L2h3
∫
J1−k

∥ϵ′(t)∥2dt

≤ 2h2∥θ−1 ∥2 + 4L2h3
∫
J1

∥ξ(t)∥2dt+ 4L2h2
d∑

i=1

(

∫
J1

θi(t)dt)
2

+2L2h3
∫
J1

∥θ′(t)∥2(t1 − t)(t− t0)dt

+2L2h3
∫
J1−k

∥ϵ(t)∥2dt+ 2L2h3
∫
J1−k

∥ϵ′(t)∥2dt
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≤ 2h2∥θ−1 ∥2 + 4L2h3
∫
J1

∥ξ(t)∥2dt+ 4L2h2
d∑

i=1

(

∫
J1

θi(t)dt)
2

+2L2h4
∫
J1

∥θ′(t)∥2(t− t0)dt

+2L2h3
∫
J1−k

∥ϵ(t)∥2dt+ 2L2h3
∫
J1−k

∥ϵ′(t)∥2dt,

which further implies that

d∑
i=1

(

∫
J1

θi(t)dt)
2

≤Ch2∥θ−1∥2+CL2h3
∫
J1

∥ξ(t)∥2dt+CL2h4
∫
J1

∥θ′(t)∥2(t−t0)dt (2.12)

+CL2h3
∫
J1−k

∥ϵ(t)∥2dt+ CL2h3
∫
J1−k

∥ϵ′(t)∥2dt.

Meanwhile, by (2.9), (2.10) and Lemma 2.1,∫
J1

∥θ′∥2(t− t0)dt+ ∥θ−1 ∥2

≤ ∥θ−0 ∥2+(L+6Lh2)

∫
J1

∥ξ(t)∥2dt+(5L+6Lh2)

∫
J1

∥θ(t)∥2dt

+(L+ 3L2h)

∫
J1−k

∥ϵ(t)∥2dt+ (L+ 3L2h)

∫
J1−k

∥ϵ′(t)∥2dt

≤ ∥θ−0 ∥2+(L+6Lh2)
∫
J1

∥ξ(t)∥2dt+5L+6Lh2

h

d∑
i=1

(

∫
J1

θi(t)dt)
2

+
5Lh+ 6Lh3

2

∫
J1

∥θ′(t)∥2(t− t0)dt

+(L+ 3L2h)

∫
J1−k

∥ϵ(t)∥2dt+ (L+ 3L2h)

∫
J1−k

∥ϵ′(t)∥2dt.

Substituting (2.12) into the above equation, we arrive at∫
J1

∥θ′∥2(t− t0)dt+ ∥θ−1 ∥2

≤ CL

∫
J1

∥ξ(t)∥2dt+ CL

∫
J1−k

∥ϵ(t)∥2dt (2.13)

+CL

∫
J1−k

∥ϵ′(t)∥2dt+ CLh
(∫

J1

∥θ′∥2(t− t0)dt+ ∥θ−1 ∥2
)
,

where we noted that θ−0 = 0. It further implies that, when h is sufficiently small, it
holds ∫

J1

∥θ′∥2(t− t0)dt+ ∥θ−1 ∥2
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≤ CL

∫
J1

∥ξ(t)∥2dt+ CL

∫
J1−k

∥ϵ(t)∥2dt+ CL

∫
J1−k

∥ϵ′(t)∥2dt. (2.14)

Together with lemma 2.2 and (2.14), it holds that

∥θ∥J1,∞ ≤ C

∫
J1

∥θ′∥2(t− t0)dt+ C∥θ−1 ∥2 (2.15)

≤ CL

∫
J1

∥ξ(t)∥2dt+ CL

∫
J1−k

∥ϵ(t)∥2dt+ CL

∫
J1−k

∥ϵ′(t)∥2dt.

Thus, together with lemma 2.3, we have

∥θ∥J1,∞ ≤ ∥ξ∥J1,∞ + Chp.

Applying the triangle inequality, we get

∥ϵ∥J1,∞ ≤ Chp.

Meanwhile,

∥ϵ′∥J1,∞ =
∥∥∥f(t, x, x(t− ς), x′(t− ς))− f(t,X,X(t− ς), X ′(t− ς))

∥∥∥
J1,∞

(2.16)

≤ L
(
∥ϵ∥J1,∞ + ∥ϵ(t− ς)∥J1,∞ + ∥ϵ′(t− ς)∥J1,∞

)
≤ Chp.

Second, assuming that, for 1 ≤ ñ ≤ n− 1,

∥ϵ∥Jñ,∞ ≤ Chp and ∥ϵ′∥Jñ,∞ ≤ Chp. (2.17)

We are going to show that the convergence results hold for ñ = n.
Combining (2.11) and Lemma 2.1, we have

d∑
i=1

(

∫
Jn

θi(t)dt)
2

≤ 2h2∥θ−n ∥2 + 4L2h3
∫
Jn

∥ξ(t)∥2dt+ 4L2h3
∫
Jn

∥θ(t)∥2dt (2.18)

+2L2h3
∫
Jn−k

∥ϵ(t)∥2dt+ 4L2h3
∫
Jn−k

∥ϵ′(t)∥2dt

≤ 2h2∥θ−n ∥2 + 4L2h3
∫
Jn

∥ξ(t)∥2dt+ 4L2h2
d∑

i=1

(

∫
Jn

θi(t)dt)
2

+2L2h3
∫
Jn

∥θ′(t)∥2(t1 − t)(t− t0)dt

+2L2h3
∫
Jn−k

∥ϵ(t)∥2dt+ 4L2h3
∫
Jn−k

∥ϵ′(t)∥2dt

≤ 2h2∥θ−n ∥2 + 4L2h3
∫
Jn

∥ξ(t)∥2dt+ 4L2h2
d∑

i=1

(

∫
Jn

θi(t)dt)
2

+2L2h4
∫
Jn

∥θ′(t)∥2(t− t0)dt
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+2L2h3
∫
Jn−k

∥ϵ(t)∥2dt+ 4L2h3
∫
Jn−k

∥ϵ′(t)∥2dt,

which further implies that

d∑
i=1

(

∫
Jn

θi(t)dt)
2

≤ Ch2∥θ−n ∥2+CL2h3
∫
Jn

∥ξ(t)∥2dt+CL2h4
∫
Jn

∥θ′(t)∥2(t−t0)dt

+CL2h3
∫
Jn−k

∥ϵ(t)∥2dt+ CL2h3
∫
Jn−k

∥ϵ′(t)∥2dt. (2.19)

Meanwhile, by (2.9), (2.10) and Lemma 2.1, we can find∫
Jn

∥θ′∥2(t− t0)dt+ ∥θ−n ∥2

≤ ∥θ−n−1∥2 + (L+ 6Lh2)

∫
Jn

∥ξ(t)∥2dt+ (5L+ 6Lh2)

∫
Jn

∥θ(t)∥2dt

+(L+ 3L2h)

∫
Jn−k

∥ϵ(t)∥2dt+ (L+ 3L2h)

∫
Jn−k

∥ϵ′(t)∥2dt

≤ ∥θ−n−1∥2 + (L+ 6Lh2)

∫
Jn

∥ξ(t)∥2dt+ (5L+ 6Lh2)

h

d∑
i=1

(

∫
Jn

θi(t)dt)
2dt

+
5Lh+ 6Lh3

2

∫
Jn

∥θ′(t)∥2(t− t0)dt

+(L+ 3L2h)

∫
Jn−k

∥ϵ(t)∥2dt+ (L+ 3L2h)

∫
Jn−k

∥ϵ′(t)∥2dt.

Substituting (2.19) into the above equation, we find that∫
Jn

∥θ′∥2(t− t0)dt+ ∥θ−n ∥2 (2.20)

≤ ∥θ−n−1∥2 + CL

∫
Jn

∥ξ(t)∥2dt+ CLh
(∫

Jn

∥θ′∥2(t− t0)dt+ ∥θ−n ∥2
)

+CL

∫
Jn−k

∥ϵ(t)∥2dt+ CL

∫
Jn−k

∥ϵ′(t)∥2dt.

Now, iterating the estimate (2.20) yields∫
Jn

∥θ′∥2(t− t0)dt+ ∥θ−n ∥2 (2.21)

≤ CL

n∑
i=1

∫
Ji

∥ξ(t)∥2dt+ CLh

n∑
i=1

(∫
Ji

∥θ′∥2(t− t0)dt+ ∥θ−i ∥
2
)

+CL

n∑
i=1

∫
Ji−k

∥ϵ(t)∥2dt+ CL

n∑
i=1

∫
Ji−k

∥ϵ′(t)∥2dt

≤ Ch2p +CLh

n∑
i=1

(∫
Ji

∥θ′∥2(t− t0)dt+∥θ−i ∥
2
)
,
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where we use the assumptions (2.17).
By the Gronwall’s lemma, it holds that∫

Jn

∥θ′∥2(t− t0)dt+ ∥θ−n ∥2 ≤ Ch2p.

Then, by Lemma 2.3 (i.e., ψ = θ), it holds that

∥θ∥2Jn,∞ ≤
∫
Jn

∥θ′∥2(t− t0)dt+ ∥θ−n ∥2 ≤ Ch2p.

Moreover, by Lemma 2.4, it holds that

∥ξ∥Jn,∞ ≤ Chp+1.

Note that ϵ := x−X = x−Πhx+Πhx−X := ξ + θ, it holds that

∥ϵ∥Jn,∞ ≤ ∥θ∥2Jn,∞ + ∥ξ∥2Jn,∞ ≤ Chp,

which further implies that Theorem 2.1 holds. This completes the proof.

Remark 2.2. In order to solve the NDDE with proportional delay conveniently, we
use the following transformation, which is widely used to investigate the stability
of the continuous problems, e.g., [2,24,41,43]. Let z(t) = x(et). Then, z(t) satisfies z′(t) = etf(et, z(t), z(t− ς), e−(t−ς)z′(t− ς)), log t0 < t ≤ log T,

z(t) = x(et), t ≤ log t0,
(2.22)

where ς = − logm. Now, we only have to solve the NDDE with a constant de-
lay. Noting that the DG solutions are expressed by the p-degree polynomials, the
numerical solution z(t) at every point can be obtained. Therefore, by using the in-
verse transformation x(t) = z(log t), the numerical solutions can be easily recovered.
Clearly, the stability and convergence analysis follow from the previous mentioned
results. And p-degree DG approximate solutions for the NDDE can be p-th order
accurate.

3. Numerical examples

We give three numerical experiments to confirm the effectiveness of the DGmethods.

Example 3.1. As a first example, we consider the NDDE [31]x′(t) = −2x(t) + x(t− ς) + 0.5x′(t− ς), 0 < t ≤ 8,

x(t) = sin(πt), −ς ≤ t ≤ 0.
(3.1)

Take ς = 2, then the neutral solution of (3.1) reads

x(t) =



sin(πt)/2, 0 ≤ t ≤ 2,

sin(πt)/4, 2 < t ≤ 4,

sin(πt)/8, 4 < t ≤ 6,

sin(πt)/16, 6 < t ≤ 8.

(3.2)
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One can check the derivative of x(t) owns a jumping discontinuity for the time
t = 0, 2, 6, 8. The exact solution of Equation (3.2) is approximated by applying the
DG methods under different stepsizes. The L∞-norm errors are showed in Table 1,
where the stepszie h = 2/N . The results imply p−order convergence result of the
DG methods.

We also try to find some possible superconvergence results of DG methods for
solving NDDE. Some statistics of the errors and orders at t = 5 are listed in Table
2. Although the analytical solutions are smooth in the time interval [4, 6], p-degree
DG approximate solution is p-th order accurate. No superconvergence results are
found.

Table 1. The numerical error and convergence order for Equation (3.1).

p = 1 p = 2 p = 3

N errors orders errors orders errors orders

10 2.79E-2 - 1.75E-3 - 9.42E-5 -

20 1.33E-2 1.07 3.99E-4 2.13 1.03E-5 3.19

40 6.52E-3 1.02 9.46E-5 2.08 1.21E-6 3.09

80 3.25E-3 1.01 2.31E-5 2.03 1.47E-7 3.05

160 1.62E-3 1.00 5.69E-6 2.01 1.83E-8 3.00

Table 2. The numerical error at t = 5 and convergence order for Equation (3.1).

p = 1 p = 2 p = 3

N errors orders errors orders errors orders

10 6.64E-3 - 2.47E-4 - 1.85E-5 -

20 3.67E-3 0.86 7.13E-5 1.79 2.56E-6 2.85

40 1.93E-3 0.93 1.90E-5 1.90 3.37E-7 2.92

80 9.88E-4 0.96 4.91E-6 1.95 4.34E-8 2.96

160 5.00E-4 0.98 1.25E-6 1.98 5.37E-9 3.01

Example 3.2. Secondly, we solve the following NDDE with a proportional delay

x′(t) = −6x(t) + 4x(mt) + 0.1 sin(x′(mt)) + f(t), (3.3)

where the initial condition and f(t) is specified so that the exact solution is x(t) =
sin(t). Now, let z(t) = x(et). Equation (3.3) becomes

z′(t) = −6etz(t) + 4etz(t− ς) + 0.1m−1 sin(z′(t− ς)) + etf(et), (3.4)

where ς = − logm, the initial condition and exact solution are determined by the
exact solution z(t) = sin(et).

We firstly set m = 0.9, the time stepsize h = ς/N and solve the problem on the
time interval [0, 10ς]. The numerical solution x(t) is recovered by x(t) = z(log t) on
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the interval [1,m−10]. The L∞-norm of errors and convergence orders are showed
in Table 3. The results demonstrate that p-degree DG approximate solution is p-th
order accurate.

Table 3. The numerical error and convergence order for Equation (3.3).

p = 1 p = 2 p = 3

N errors orders errors orders errors orders

10 1.38E-4 - 4.93E-7 - 2.35E-9 -

20 6.07E-5 1.19 9.36E-8 2.39 1.72E-10 3.77

40 2.82E-5 1.11 1.99E-8 2.24 1.39E-11 3.63

80 1.36E-5 1.05 4.87E-9 2.03 1.25E-12 3.46

160 6.66E-6 1.03 1.21E-9 2.01 1.30E-13 3.27

Example 3.3. To illustrate the stability of the DG methods, we consider the fol-
lowing nonlinear NDDEs with different initial conditions: [18]

x′1(t) = sin(t)− ax1 + by1 +
b1(x1(t− 1) + b2x

′
1(t− 1))

1 + (x1(t− 1) + b2x′1(t− 1))2
, t ≥ 0,

y′1(t) = cos(t) + bx1 − ay1 +
b1(y1(t− 1) + b2y

′
1(t− 1))

1 + (y1(t− 1) + b2y′1(t− 1))2
, t ≥ 0,

x1(t) = cos(x) y1(t) = 2 + cos(x), t ≤ 0,

(3.5)


x′2(t) = sin(t)− ax2 + by2 +

b1(x2(t− 1) + b2x
′
2(t− 1))

1 + (x2(t− 1) + b2x′2(t− 1))2
, t ≥ 0,

y′2(t) = cos(t) + bx2 − ay2 +
b1(y2(t− 1) + b2y

′
2(t− 1))

1 + (y2(t− 1) + b2y′2(t− 1))2
, t ≥ 0,

x2(t) = 2(sin(t) + cos(x)) y2(t) = 2(sin(t)− cos(x)), t ≤ 0.

(3.6)

0 1 2 3 4 5 6 7 8
−1

0

1

2

3

t

x
1
−x

2

y
1
−y

2

Figure 1. The differences x1 − x2 and y1 − y2 to (3.5) and (3.6) computed by 2-degree DG methods.

The equations were used to describe a line array of several mutually coupled
lossless transmissionlines which are interconnected by a common resistor [47]. It is
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also used to investigate the dissipative of numerical methods for NDDEs [18]. Here
in order to test effectiveness of the DG methods, we set a = −6, b = 1, b1 = 0.1 and
b2 = 1. We get the numerical approximations by using 2-degree DG methods with
stepsize h = 0.1. The differences are plotted in Figure 1. Clearly, the differences
of the numerical approximations decay in time. These results further confirm the
stability results of the DG methods and the DG methods are effective for the kind
of the problem.

4. Conclusions

The DG methods are introduced to numerically solve several typical NDDE. The
attainable convergence order of the DG methods is quite different from that of DG
solutions to the other type of differential equations. We show that, due to the effect
of the neutral term and discontinuous of the solutions, the p-degree DG solution of
NDDE has p-th order accuracy. No superconvergence results are found.
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