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DYNAMICS OF AN SIRS EPIDEMIC MODEL
WITH TIME DELAY AND FREE BOUNDARIES

Yindi Zhang! and Meng Zhao''f

Abstract In this paper, an SIRS epidemic model with time delay and free
boundaries is studied. At first, we prove the global existence and uniqueness of
the solution. And then we obtain criteria for spreading and vanishing. More-
over, the long-time behavior of the solution is given by a spreading-vanishing
dichotomy. Finally, the numerical simulations are provided to illustrate our
results. Our results indicate that the time delay can slow down the spreading
of epidemic.
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1. Introduction

Recently, people have attached great importance to the spread of epidemics. The
study of epidemic models plays a crucial role in controlling and preventing epi-
demics. During the past several decades, many epidemic models have been widely
proposed. In 1927, Kermack and McKendrick [17] studied the classical SIR model.
However, for certain infectious diseases (such as, plague and cholera), the recovered
individuals may experience a loss of immunity and become susceptible individu-
als again. This process can be described by the SIRS models, which have been
investigated by many researchers from various aspects in recent years. For exam-
ple, Anderson and May [2] proposed an SIRS model to study the dynamics of the
infection and presented some numerical analysis. In 1992, Mena-Lorcat and Het-
hcote [26] considered five SIRS epidemiological models for populations of varying
size.

The above models can already describe the spreading process of diseases well.
To describe the effects of disease immunity, we can introduce temporal delays into
those models. In [36], Wen and Yang considered the following time-delayed SIRS
model with a linear incidence rate:

S'(t) =b—kS(t) — BSH)I(t) +~I(t —T)e >,
I'(t) = BS(HI(t) = vI(t) - kI(D), (1.1)
R/(t) = yI(t) = vI(t = T)e™ " — kR(t),

where S, I and R represent the susceptible, infectious, and recovered individuals
respectively; b is the constant birth rate, k£ is the natural death rate, § represents
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the contact rate, v is the recovery rate, these parameters are positive constants. The
term vI(t — 7)e™*" indicates that an individual has survived from natural death
in a recovery pool before becoming susceptible again, where 7 > 0 is the length
of immunity period. They found a positive constant Ry such that the disease-free
equilibrium is globally asymptotically stable for any time delay if By < 1, and the
endemic equilibrium is locally asymptotically stable for any time delay if Ry > 1
and v < k. Subsequently, Xu et al. [38] replaced 3SI by a saturation incidence
rate 8SI/(1 4 o) in model (1.1) and considered the modified model. The results
in [38] showed that there exists a positive constant Ry such that the disease-free
equilibrium is globally asymptotically stable for any all 7 > 0 when }Nio < 1, and
the endemic equilibrium is globally asymptotically stable under some conditions if
Ry > 1. And numerical simulations indicated that the solutions are represented by
small amplitude oscillations near the endemic equilibrium for Ry > 1 and a certain
7, and the amplitude of these oscillations is increasing in the immunity period 7.
Furthermore, when 7 increases to a certain value, the oscillatory dynamics return
to the stable steady-state form. For other problems related to time delay, we can
refer to [3,7,8,13,20,25] and references therein.

Due to the fact that individuals can diffuse randomly, then spatial diffusion can
not be ignored during modeling. Based on [19], Sounvoravong [27] et al. studied the
following diffusive SIRS epidemic model with time delay and nonlinear incidence
rate:

S, —dAS =b—kS — Bf(I)S +~I(t —T,2)e ", t>0, z€Q,

I — dAL = BF(D)S —~I — kI, t>0, z€Q,

Ry —dAR =~y —~I(t —7,2)e " — kR, t>0, x €9,
2%2%22%, t>0,x€89,7 (1:2)
I(0,2) = Ip(0, x), 0 €[-1,0], € Q,

S(0,z) = So(z), R(0,2) = Ro(z), z € Q,

where S(t,x), I(t,z) and R(t,x) stand for the population densities of the suscep-
tible, infectious and recovered individuals at ¢ > 0 and =z € 2 respectively, the
constant d > 0 is the diffusion rate. While, a nonlinear incidence rate is denoted by
the function f(I), which satisfies the properties:

F0) =0, f/(1) >0, f'(I) <0, lim f(I)=c < o0, VI >0,

The results in [27] showed that there exists a positive constant Ry such that the
disease-free equilibrium is globally asymptotically stable and the disease will die out
if Ry < 1, and the endemic equilibrium is locally asymptotical stability if Ry > 1.
However, the results of all the above work indicate that diseases always spread
regardless of the initial condition, which contradicts the observed phenomenon of
the spreading of diseases. Moreover, above works can not describe the spreading
front well, which is important in studying the spreading of diseases. To overcome
this shortcoming, free boundary conditions are first introduced by Du and Lin
[10] to study the spreading of invasive species. Subsequently, many researchers
used this free boundary problems to analyze the related mathematical models. For
example, Kim et al. [18] considered an SIR epidemic model with free boundary, they
proved the global existence and uniqueness of the solution and provided sufficient
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conditions for the disease vanishing and spreading; Huang and Wang [15] studied the
reaction-diffusion system for an SIR epidemic model with a free boundary. For other
problems related to free boundary, we can refer to [1,4,9,11,14,22,23,30,35,37,40,41]
and references therein.

During using mathematical models to describe some biological problems, the
time from birth to maturation can be not ignored since it may significantly affect
the dynamics of the systems. There are some works considering free boundary
problems with time delay, such as, [5,6,24,28,29]. In [29], the authors investigated
a Lotka-Volterra weak competition model with time delays and free boundary, they
obtained the long-time behavior of the solution and the spreading-vanishing criteria,
and they estimated the upper and lower bounds of asymptotic spreading speed using
the corresponding semi-wave theory.

Inspired by the above works, we investigate the following SIRS epidemic model
with time delay and free boundaries:

S; —dSpy = b—kS—BSI+~I(t—T,z)e %", t>0, z € R,

I — dl,y = BST — 71 — kI, t>0, z € (g(t), h(t)),

Ry —dRyy =y —~yI(t — 7,2)e %" — kR, t>0, x € (g9(t),h(t),

I(t,z) = R(t,z) =0, t >0, zeR\(g(t),h(t)),

g'(t) = —pls(t,g(t), 9(0) = —ho, t >0, (1.3)
W(E) = —pL(t, h(t)), h(0) = ho, (>0,

S(0,z) = So(x), z € R,

1(0,2) = Io(0, ), g(0) = —h(0), —7 <0 <0,9(0) <z <h(0),
R(0,z) = Ry(z), —h(0) <z < h(0),

where x = ¢(t) and & = h(t) are the moving boundary to be determined, u is the
expanding capability of the free boundary. Assume that the initial functions Sy(z),
Iy(0,z) and Ry(x) satisfy

So(z) € CL2(R) N L=(R), So(z) >0, z € R,

Io(0,x) € C12([~7,0] x [~h(0), h(0)]), Ro(x) € C*(~h(0),h(0)),
(0, £h(0)) = 0, V0 € [~,0], Ro(£h(0)) =0,
0
(

N

(0,z) >0, V(0,x) € [—7,0] x (=h(8),h(0)), (1.4)
Ro(z) >0, z € (—h(0),h(0)),

0(0,z) =0, V8 € [-7,0], = ¢ (—h(6),h(0)),

Ro(x) =0, = & (—h(0),h(0)),

as well as the compatible condition

~

[—h(8), h(8)] C [~ho, ho, 8 € [7,0]. (1.5)
Denote 8
Ro = m (1.6)

The main results of this paper are as follows.

Theorem 1.1 (Global existence and uniqueness). For any given hg > 0 and Sp(x),
Iy(0,x) and Ry(x) satisfying (1.4) and (1.5), problem (1.3) admits a unique solution
(S(t,x), I(t,x), R(t, ), g(t),h(t)) defined for all t > 0.
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Theorem 1.2 (Spreading-vanishing dichotomy). Assume that the conditions in
Theorem 1.1 hold. Let (S,I,R,g,h) be the unique solution of (1.3). Then one of
the followings must hold:

(i) Vanishing: If hoo — goo < 00, then

. b . .
lim S(t,z) = — in Cioe(R), tlggo I1(t,z) + R(t, z)llcge).new)) = 0

t—00 ]{;
(ii) Spreading: If hoo — goo = 00(Ro > 1), and k > (1 — e~*7), then

lim (S(¢t,x),1(t,z), R(t,x)) = (S, L, Ry) locally uniformly in R,

t—o0
where (Sx, L., R.) is given (4.1).

Theorem 1.3 (Spreading-vanishing criteria). In Theorem 1.2, the dichotomy can
be determined as follows:

(i) If Ro <1 and ||No|los < 2, then disease will vanish;

(ii) If Ro > 1, then there exists h* > 0 independent of (So(x), Lo(0,x), Ro(x))
such that spreading happens when hg > h*, and if hg < h* and ||Nolleo < %,
then there exists u* > p. > 0 depending on (So(z), Io(0, ), Ro(z)) such that
spreading happens when p > p*, and vanishing happens when p < p, and
o=t

The rest of this paper is organised as follows. In Section 2, we prove the global
existence and uniqueness of the solution of problem (1.3). The criteria for spreading
and vanishing will be established in Section 3. Then, we will show the long-time
behavior of solution (S, I, R, g,h) for problem (1.3) in Section 4. In Section 5, we
give some numerical simulations for the spreading and vanishing of diseases. The
last section is a brief discussion.

2. Existence and uniqueness

In this section, we first prove the local existence and uniqueness of the solution.
Then we use some suitable estimates to show that the solution is defined for all
t> 0.

Theorem 2.1. For any given o € (0,1) and (So(x), Io(0, x), Ro(x)) satisfying (1.4)
and (1.5), there exists T > 0 such that problem (1.3) admits a unique solution

(S,I, R, g,h) € Cp x [C'T2:2T(T)]* x [CTF5 ([0, T)))?,
moreover,
1S crvg 2veepy T M lcreg 2vemyy + 1Bl crvg 2very,

+ gl cres oy 1l o1+ o,y < ©

where Cr = L ([0, T] x R)NC 25 1+2([0, T] x R), T = [0, T] % (g(t), h(t)). Here C
and T depend on h(O), 9(9), h(e), «, ||SOHCZ(]R), ||SO||LOO(R), ||IOHC2([g(9),h(6)]) and
[Bollc2 (- n(o).n(0)))-
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Proof. The proof of the local existence and uniqueness of the solution is similar
to that in [29, Theorem 2.1] and [16, Theorem 2.1]. For the sake of completeness,
we give the details as follows.

Step 1. We first straighten the free boundaries. Let

y— 2x — h(t) — g(t)

h(t) —gt) ~
and
Sie0) = e, DO =IO F O 00y e,
It ) = 1(t, M = g(t))y2+ PO+IO) o yty), 50,1 <y <1,
R(t,=) = R(t, (h(t) = g(t))y; nt) +g(t)) = w(t,y), t>0,-1<y<1,
10,2) = 16, MO =IO ENO 9O, _ ) <p<0 1<y<t,
we have

St = up + uyyr = ug — p(tay)uyv Spz = @(t)“yya
Iy = vy + vy = ve — p(t, y)vy, Lex = @()vyy,
Ry = wy +wyys = wy — p(t, y)wy, Ryx = ‘P(t)wyy’

_K0-g®), | KBt (1) _ 4
where p(t,y) = =gy ¥ T Tn—g » $() = Go—gmr-

Then problem (1.3) becomes the following problem:

Ug — d@(t)uyy - p(t, y)uu
=b—ku— Buv +yv(t —7,9)e ", 0<t<T, yeR,
vy — dp(t)vyy — p(t,y)vy = Puv —yv — kv, 0<t<T, |yl <1,
wi — dp(t)wyy — p(t, y)wy
=y —kw —yv(t —7,y)e ", 0<t<T, |yl <1,
B (t) = —pap(t)vy(t, 1), h(0) = ho, 0<t<T,
v(t,y) = w(t,y) =0, 0<t<T, |yl >1,
u(0,y) = uo(y), yER,
v(0,y) =vo(0,y) > 0, —-7<0<0, -1<y<1,
w(07y) = 'LU()(y), -1 < Yy < 17
Where ¢(t) = W

Let g* = —ul!(—ho), h* = —ul}(ho), Ti = min {T
T, we define Qp = [0,7] x [-1,1] and

h
) 2(4+\h*0\+\g*|) } For0 < T <
Dir ={v e C(Qr) :v(t,£1) = 0,v(0,y) = vo, [[v — vollcarn < 1},
Dor = {w € C(Qr) : w(t, £1) = 0,w(0,y) = wo, |[w — wolc(ar) < 1},
Dar = {g € C([0,T)) : g(0) = —ho, ¢'(0) = ¢, lg' = ¢"[lco.y) <13,
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Dyr = {h € C1([0,T]) : h(0) = ho, h'(0) = h*, |’ — h*[|co,ryy < 1}-

It is easy to see that Dy := D1p X Doy X D3 X D47 is a bounded and closed convex
set of (C(Q7))? x (C([0,T]))%.

In view of the choice of T, for any given (v,w,g,h) € Dr, we can extend
(v,w,g,h) € Dr to new functions, denoted by themselves, such that (v,w,g,h) €
D1, = Dip X D3y x D3p X Dir , where

Dip, ={v e CQr) :v(t,£1) = 0,v(0,y) = vo, |lv — v0||c(QT1) <2},
Dir, ={w € C(Qn) : w(t, £1) = 0,w(0,y) = wo, [[w — wollc(ay,) < 2},
Dip, = {g € C'([0,T1]) : 9(0) = —ho,¢'(0) = ¢, lg' — g*llcqo,r)) < 2}
Dip, = {h € C([0,T1]) : h(0) = ho, h'(0) = h*, |h" = h*[lco.mv) < 23

Therefore, for (g,h) € D3y X Dyr, we can extend it to D3y, x Djp and

ho
|g(t) + hol + [h(t) = ho| < Ti(llg'llco.r)y) + 19l ) < >
then
ho S h(t) - g(t) S 3h0, Vi S [O,Tl]
For any given (v, w, g, h) € Dr, we first extend it to D7, . Then we consider the
following problem

up — dp(t)uyy — p(t,y)uy = b—ku—pBuv +yv(t — 7,2)e ¥, 0 <t < Ty, y € R,
U(O,y) = uO(y)v Y€ R.

Applying the standard partial differential equation theory in [12], this problem has a
unique solution v € L ([0, T3] x R)QCHTQ’HO‘([O, T1] xR). For above (u,v,w, g, h),
we consider

O — dp(t)Dyy — p(t,y)0y = Puv —yv — kv, 0<t<Ty, |y| <1,

Wy — dp(t)yy — p(t, y)iy
=yv — kw — yu(t — 7, 2)e”F7, 0<t<Th, |yl <1, (2.2)
o(t,y) = w(t,y) =0, 0<t<T, |yl >1,
0(0,y) = vo(0,y) > 0, —7<0<0, -1<y<]l,
w(0,y) = wo(0,y), “1<y<l1.

By LP theory and Sobolev embedding theorem, problem (2.2) admits a unique
positive solution (7, @) € [C*F* 1+ (D, )]?, which satisfies
—1\|~ —1
(@r,) < O(Ty )HUHWI}‘Q(ETI) < Ci(Th, Ty ),
< C(Tfl)H@”W}?(ﬁTl) < Cl(T17T171)7

Q) T

”{}”CHTQJJF“

i v

where C) is a constant depending on T1, Ty ', «, h(6), p, B, b, 7, lluo || o= (R),
[vollcr2 (=0 x [=h(6),h(0)) and [|wollc2((n(0),h(0)))- Obviously, when 0 < T < Tr,

we have (0,w) € [C'IJEQ’HO‘(ET)]2 and

< Ch, (2.3)

”U”CHTQ’IJFQ(QT) >
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||1D||CI+TO‘,1+@(QT) S Cla (24)

where (7 is independent of T'.
For 0 < T < T3, defining

t t
G(t) = —hg f/ piy (s, —1)ds, h(t) = ho 7/ pdy(s,1)ds, 0 <t <T.
0 0
We have
(1) = =iy (t, —1), W'(t) = —pd,(t,1), —§(0) = A(0) = ho,
and then ' (t), h'(t) € C%(]0,T)),

|]NII ) S ,uCl = Cz, (25)

~
g HC%([O,T])’ | ”C%([O,T]

where Cy depends on u, hg, Cy.
Now, for any given (v,w,g,h) € Dr, we can define the mapping F : Dy —
[C(Qr))? x [C([0,T])]* by

F(v,w,g,h) = (0,9, h).

It is clear that (v,w,g,h) € Dr is a fixed point of F if and only if it solves (2.1).
At first, we prove that F is a self-mapping on Dp for T' > 0 sufficiently small. By
(2.3), (2.4) and (2.5), we know that F is continuous and compact, and

||§~]l - g*”C([O,T]) < Hgl||c%([0’T])T% < CZT%’
||B/ - h*HC([O,T]) < HiLIHC%([O’T])T% < C2T%7

~ ~ 1ta 1ta
19 = vollewar) < 19l ge o, T3 < T,

- ~ lta 1ta
1o = wollor) < 1@l 1520 T2 < CIT7>

If we take
_2 — 2
0<T< min{T,T1,C'2 «,Cy 1+“},
then F maps D7 into itself. It follows from the Schauder fixed point theorem that

F has at least one fixed point (v, w,g,h) € Dp. Therefore, (2.1) has at least one
solution (u,v,w,g,h) and

1+o

we L2([0,T) x R) N C5179([0,T) x R), v,w € C 2710 (Qg),
g,h € CFE([0,T)), ¢'(t) <0, W'(t) >0 in [0,T].

Hence, problem (1.3) has a solution
(8.1, R, g,h) € Cr x [C755 142 () x [ 5 (0, TP

Step 2. Let (S;, I;, Ri, gi, h;)(i = 1, 2) be the solution of (1.3), which is defined for
t €[0,7] with 0 < T' <« 1. Making the same transformation as in Step 1, we have

(h(t) — g(t))y + h(t) + g(t)
2

Si(t,x) = S;(t, ) =:ui(t,y), (t,y) € [0,T] x [—o0, 0],
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(h(t) = g(t))y + h(t) + 9()

Ii(t,z) = Li(t, 5 ) =:v(t,y), (t,y) €[0,T] x [-1,1],
Rift,2) = Ry(t, MO ZIOWI RO ZIO,) 1.4, (1,9) € 0,77 % (1,1
Letting

U=ui—ug, V=uv—-vy, W=wi—wy, G=g1—9g2, H=hy — hy,
we have that (U(t,y),V(t,y), W(t,y),G(t), H(t)) satisfies

Uy — dp1(t)Uyy — p1(t, y)Uy + [Bv1 + kJU
= (p1(t,y) — p2(t,y))uzy + d(p1(t) — p2(t))uzy,y
-‘r’YV(t—T) kT _ BusV, 0<t<T, yeR,
—dp1(t)Vyy — p1(t,y)Vy — (Bur —y = k)V
= (m( Y )*pz(t,y))vw
+d(p1(t) — p2(t))vayy + Bual, 0<t<T, |yl <1,
Wi — do1 () Wyy — p1(t, y)Wy + kW
= (p1(t,y) — p2(t,y))way + d(p1(t) — @2(t))wayy

+V =V (t — T)e*7, 0<t<T, |yl <1,
U(0,y) =0, yeR,
V(t,£1) =0, W(t,£1) =0, 0<t<T,
V(6,y) =0, —7<0<0, [yl <1,
W(O’y) =0, |y‘ <1,
and
G'(t) = —pr () Vy(t, —1) — p(n (t) — P2(t))vay(t, —1), 0<t<T,
H'(t) = —pah1 () Vy (1) — (i1 (t) — ¥2(t))vzy (¢, 1), 0<t<T,
G(0)=H(0) =0,
where
, _ hi@) —gi(@) | hi(t) + gi(t)
Pl = = a0 ) = i)
(pi(t): 4 3 ’(/Ji: 2 5 i:1,2.

(hi(t) — gi(t)) hi(t) — gi(t)

In terms of T' < 7, we can derive V(t — 7,y) = 0 for (¢t,y) € Q. Applying the LP
theory, we can derive that

Ul o 0,mxr) < C3(IG, Hllcr o, + IV le@r)),
||V||W;’2(QT) < Cu(|G, Hl e o,y + U Loe (jo, 71 xR) )
W12 < Cs(IG, Hllorgo,m + 1V ler)),

where 03, 04, 05 depend on Cl, 027 d, b, Y, ﬂ, h(@), ||w0||c2 h(0),h(0)])> HUOHLQO(R)
and [|vol|cr.2((—r.01x[~h().h(0)
By similar arguments in the proof of [32, Theorem 1.1], we can obtain that

Vg e @ry Milog e @on = GllViwg2@r)
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where Cg is independent of T~1. Therefore,
Vylog e < CaCslllGs Hllorory) + Ul Lo o.77 xRy )-
Combining with the definition of G'(¢t) and H'(t), we obtain

[G/a H/}C%([O,T]) < p[¢1Vy(t, il)]c%([o,T]) + /‘[(1/)1 - ¢2)v2y(ta il)}c%([o’ﬂ)
< C(I|G, Hll e o,y + U Lo (jo,71xR))

where C7 depends on Cy, Cg and p.
Due to G(0) = G'(0) = 0 and H(0) = H'(0) = 0, it follows that, for T' < 1,

|G, Hllc(j0,1)

o

2 [G. H' «
1+1T)T [G’H]Ci([o,T])

) <(
< 1+ D)CTE (|G, Hller oy + U = (jo,71xm))
< 2C7T% |U|| o= (jo,7] xR)-

Meanwhile,

IVIle@n < T%[V]C%,O(QT)
< CiCeTE (|G, Hller o,y + U2 (0,71 xm))
< 2C5T% |U|| 1= ([o,7) xR)»

where Cg depends on C4, Cg and C%7. Therefore,

U | 2o (o,1)x®) < C3(||G, Hllcr o)) + 1V le@r) < CoT2 |U || Lo (j0,7)xR)
where Cg depends on C7 and Cg. Therefore, for 0 < T' <« 1, we have u; = us.
Consequently, v1 = vg, w1 = we, g1 = g2 and hy = hs.

Step 3. By the Schauder estimates, we have additional regularity for the solution
(u, 0,w,9,h) of (2.1), namely, u € L=([0,T] x R) N C,.2 **([0,T] x R),v,w €

loc

C**5:242(Qr) and g,h € C*5([0,T]). Hence, (u,v,w,g,h) is a unique local
classical solution of the problem (2.1), and then (S,I,R,g,h) is a unique local
classical solution of the problem (1.3). This proof is completed. O

Lemma 2.1. Let (S,1,R,g,h) be a solution to problem (1.3) defined fort € (0,Tp)
with Ty € (0, +00). Then
0<S(t,x) <M, 0<t<Ty, xR,
0<I(t,z),R(t,x) < My, 0<t<Ty, g(t) <x<h(t),
— My < g'(t) < 0,0 <h(t) < My, 0<t< Ty,
where M;(i = 1,2) is independent of Ty and will be determined later.
Proof. Applying the strong maximum principle, we obtain that S(¢,z) > 0 in

(0,Tp) x R and I(t,z), R(t,z) > 01in (0,7p) x (g(t), h(t)). Let N(t,x) = S(t,z) +
I(t,x) + R(t,x). By the direct calculations, we have that N(t,z) satisfies

N; — dN,, = b— kN, 0<t<Ty zeR\{A),g(t)}
N, (t,g(t) = 0) < N.(t,g(t) +0), 0<t<To,

N(t, h(t) —0) < N(t,h(t) +0), 0<t<Tp,

N(0,z) = Ny(z), z €R,
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where Ny(z) = So(z) + Io(z) + Ro(x). Let N(t,z) be the solution of

N —dNy, =b—kN, 0<t<Ty, z€R,
N(0,2) = No(z), z eR.

It follows from the comparison principle that we have
— b
N(t,xz) < N(t,z) < max E7||NO||oo =: M.

Therefore,

0<S(t,x) <M, 0<t<Ty, z€eR,
0<I(t,z),R(t,z) < My, 0<t<Ty, gt) <z <h(t).

By the Hopf boundary lemma, we have ¢'(t) < 0, h'(t) > 0, t € (0,Tp). In the
following, we will prove that h'(t) < M, for all t € (0,Tp), where M, is independent
of Ty. Inspired by the arguments in [29, Lemma 2.2], we define

Qu = {(t,x): =1 <t < Ty, h(t)— M~ <x <h(t)},
2(t,x) = My[2M (h(t) — z) — M?(h(t) — 2)?], (t,z) € Qur,

where M will be determined later. Direct calculations show that, for (¢,z) € Quy,
2y — dzge — BST +~1 + kI
= 2M MK (t)(1 — M(h(t) — z)) + 2dM M? — BST + (v + k)I
> 2dMM? — BM2.

If M > /2% then

2zt — dzge — BST +~I + kI > 0.

It is easy to check that

2(t, h(t) = M™Y) = My > I(t,h(t) — M™1),
2(t, h(t)) = 0 = I(t,h(t)), t € [-7,Tp).

In the following, we choose some suitable M independent of T such that
Io(0,7) < z(0,2) for (0,z) € [~7,0] x [A(0) — M ", h(0)] (2.6)
holds. In fact, for (0,x) € [—-7,0] x [R(8) — M~1, h(0)],
2(0,2) = My[2M (h(0) — x) — M?(h(0) — x)?]
> MiM(h
= M M(h
Since Iy(8, h(6)) = 0, we have

h(0)
Iy(0,2) = — 1), (0,y)dy < —(h(0) — i 1) (6, x).
02) == [ 0Oy < ~(0) =) min (1), (6.)



2268 Y. Zhang & M. Zhao

If

1 1
M > - i 1) (0,2) %,
- max{[ma%{] 0) M [fr,o]]gxn[gh(e)]( o)s{ x)}
then we can have that (2.6) holds.
Let

M, 1 1
max
—7,0]

2d ]

M = max{ min (Io)w(ﬁ,a:)} .

6)’ My [—7,0)x[0.h(0)]

By the maximum principle, we have that I(¢,z) < z(¢,x) in Q. It follows that
Io(t, h(t)) > 2o(t, h(t)) = —2M; M.
Therefore,
W(t) = —puly(t, h(t)) < 2uMi M = M.
Similarly, we have ¢’(t) > —Ms. This proof is completed. O

Proof of Theorem 1.1. This proof can be done by the similar arguments as
in [10, Theorem 2.3] and [28, Lemma 2.2]. We provide a detailed proof as follows.

Let [0, Tmax) be the maximal time interval in which the solution exists. By
Theorem 2.1, Tihax > 0. Arguing indirectly we assume that Th,.x < 0co. By Lemma
2.1, there exist M7 and M independent of Ty, such that

0< S(t,x) <M, (t,2) €10, Tmax) X R,
0 < I(t,x),R(t,x) < My, (t,x) € [0, Tmax) X [g(t), h(t)],
- M2 S g/(t) < Oa 7h0 - M2t S g(t) S *hOa te [Ovaax)7
0 <h'(t) < Ma,ho < h(t) < hg+ Mat, t €0, Tinax)-
We now fix dgp € (0,Tmax) and M > Tax. By standard LP estimates, the

Sobolev embedding theorem, and the Holder estimates for parabolic equations, we
can find M3 > 0 depending only on &y, M, M7 and M such that

1S(t, )l c210,0005 G e2igee) nens 1RE ez ig).new) < Ma, t € [00, Tmax)-

Then it follows from the proof of Theorem 2.1 that there exists a € > 0 depending
on M;(i = 1,2,3) such that the solution of problem (1.3) with the initial time be
Tmax — 5 can be extended uniquely to the time Ti,ax — § + € = Thhax + 5. But this
contradicts the assumption, thus Tj,.x = co. This proof is completed. O

3. Criteria for spreading and vanishing

This section will be divided into two cases: Ro < 1 and Rg > 1.

3.1. The case of Ry <1

Lemma 3.1. If Ry <1 and || No|leo < %, then heo — goo < 00.

Proof. It follows from || Np||o < 2 and the proof of Lemma 2.1 that

b

S(t,x)ggfort>03ndx€R.
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In view of Rg < 1, we have

h(t)
/ I(t,z)dx
g(t)

h(t)
Li(t, z)dz + W (¢)I(t, h(t)) — ¢'(¢)I(t, g(1))

Sl

(*)
o)
AL,y + BST —~I — k1] dz

T

g(t)

h(t) h(t)

[(BS —v—k)I|dx + / dl,.dx
g(t)

IA
e— o o

()

MO T h(t)
[(5 oy k)I] dz + / dl,pdz

(t) k 9(t)

h(t) h(t)

< (v+ k) (Ro — 1) Idx + / dl.dx
®) g(t)
h(t)
< d/ I.dx
g(t)
d
=——[W{t)-d)
u[ ]
<0,
which implies
pof
h(t) —g(t) < 2ho + E/ 1y(0,z)dz < oo for t > 0.
—ho
Thus we finish the proof. O

Lemma 3.2. If hoo — goo < 00, then tlirgo S(t,x) =b/k in Coe(R), and
Jim I 1(t, ) + R(t, )l (g(e),h())) = O- (3.1)
Proof. By [21, Lemma 3.3], we have
Jim (L2 ) [oqgw mewy = 0-

Thus, for any given €1 > 0, there exists 77 > 0 such that I(¢,z) < &; for ¢t > T} and
x € [g(t), h(t)]. For above £1, we can use the comparison principle to obtain that

R(t,z) < 7751 for t € [T1,00) and z € [g(t), h(t)].
By the arbitrariness of €1, we have
A (LR 2) |l ogn).nw) = O-

Therefore, (3.1) is proved.
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Let N(t,z) = S(t,x) + I(t,x) + R(t,x), then N satisfies

Ny —dNgye = b— kN, t>0, z € (g9(t),h()),
N(t,g(t)) >0, N(t,h(t)) >0, t>0,
N(0,z) = So(x) + In(x) + Ro(x), = € [—h(0),h(0)],

it follows from [39, Lemma 2.6(iii)] that

b
lim N(t,x) = — =: N* locally uniformly in R.
t—o0 k‘
Clearly,
b
tlim S(t,z) < Z locally uniformly in R. (3.2)
—00

Noting that I(t,z) = 0 for ¢ > 0 and = € R\(g(t), h(t)), it follows that I(¢,z) < &1
for t > Ty and z € R. For T € [T} + 7,00), we have S satisfies

St—dSImZb—kS—ﬂEls7 t>1T,, x€R,
S(Ty,x) > 0, z eR.

Let S be the unique solution of

S, —dS,, =b—kS—pe1S, t>1T5 z€R,
S(Ty,x) = S(Ts, ), x eR.

It is obvious that tlim S(t,z) = Tbﬁffl in R. By a comparison argument and the
—00
arbitrariness of €1, we have litm inf S(t,z) > b/k in Cjoc(R). Combining with (3.2),
—00
we have tli}m S(t,z) = b/k in Cioe(R). The proof is completed. O
o0

3.2. The case of Ry > 1

We first give the following comparison principle, which will be used later.
Lemma 3.3 (Comparison principle). Suppose that T € (0,00), g,h € C([0,T])

and g < in [0,T], S € C([0,T] x [0,00)) N CH2((0,T] x (0,00)), T, R € C(Ty) N
CY2(T%) withTh = {(t,z) e R?: 0 <t <T,g < x < h}, and

St —dSps >b—kS — ST +~I(t — 1,2)e™*", t>0, z€R,

I —dl,, > BSI — (y+ k), t>0, z € (g(t),h(t)),

Ry —dR,. >~I —~I(t—7,2)e " — kR, t>0, z € (g(t),h(t)),

I(t,z) = R(t,z) =0, t>0, z € R\(g(t),h(t)),
9(#) < —ul(t,9(%)), 3(0) = —h(0), t>0,

W (t) = —pul(t, h(t)), h(0) = h(0) t>0,

S(0,7) > So(z), z €R,

1(0,2) > Io(6, z), —7<60<0, §(0) <z < h(b),
R(0,z) > Ro(z), —h(0) < x < h(0).

If [9(0), h(0)] C [g(0), h(9)] in [—T,0], then we have
S(t,z) < S(t,x), g(t) < g(t), h(t) <h(t), t € (0,T],z € (0,00),
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and
I(t,) < T(t,2), R(t.2) < R(t,2), (t,2) € (0,T] x (g(t), h(1)).

Proof. The proof is the same as that of [30, Lemma 4.1] and [34, Lemma 3.1].
We omit the details. O
Consider the following eigenvalue problem:

—d¢" = ab+ 26, we (-L,L), 53
¢(—L) = ¢(L) =0, '
where d and a are positive constants. We denote the principal eigenpair by (A, ¢(x)).

Then

7T2 ™

A= dm —aand ¢(z) = cos(ﬁx).
Let (A1, ¢(x)) be the principal eigenpair of (3.3) with a = 8b/k — v — k. By
Ro > 1, we have a = b/k —~v — k > 0. Then there exists some h* > 0 such that
A(L) >0 for L < h*, A\;(L) =0 for L = h* and A\ (L) < 0 for L > h*, where

pro T d
T2\ Bb/k—y -k

Lemma 3.4. If hoo — goo < 00, then hoo — goo < 2h*.

Proof. Assume on the contrary that 2h* < heo — goo < 00. By Lemma 3.2 and
Ro > 1, for any e > 0 satisfying 8(b/k —e) — v — k > 0, there exists T > 1 such
that S(t,z) > b/k — ¢ and

d
Bb/k—¢e)—v—k

MT)—g(T) > 7T\/ for (t,x) € (T,00) x [g(T), h(T)].

Therefore, I satisfies
It*dIzzZ(ﬂ(b/kfg)ffY*k)Iv t>T, zG(g(T),h(T)),
I(t,g(T)) >0, I(t,h(T)) >0, t>T, (3.4)
I1(0,2) > 0, x € (g(T),h(T)).

Let (A1, ¢(x)) be the eigenpair of (3.3) with L = M and a = b/k—y—k—fe,
then A (L) < 0. We define

9(T) + n(T)

I@w)=nw<w— .

),tzaxemumMﬂL

where m will be determined later.
Direct calculations yields that

L~ dL,, ~ (57~~~ k= 6ol
= —dmg" —m(B] — 5~k fe)o

= m (82 ~ 7~k — )+ Mo| —mlk? — 7~k ~ )6
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=mAi¢
< 0.

It is easy to check that
I(t,9(T)) = L(t,M(T)) = 0.

If we choose some sufficiently small m such that
1(0,z) > 1(0,z) for x € [g(T), h(T)],
then we can apply the comparison principle to get that

I(t,z) > I(t,x) for t > T and x € [g(T), h(T)].

Hence,
Jim 1t @)l a6y nw) > 0,
which is a contradiction to (3.1). We complete the proof. O

Corollary 3.1. If hg > h*, then spreading always happens.

Lemma 3.5. If hg < h*, then there exists u° > 0 such that spreading occurs if
> pl.

Proof. This lemma can be proved by similar arguments in [33, Lemma 3.2]. We
give the details below. Consider the following auxiliary free boundary problem

Vi—dVye =—(y+E)V, t>0, r(t) <x<s(t),

V(t,z) =0, t >0, z=r(t)or s(t),

' (t) = —uVy(t,r(t)),r(0) = —ho, t>0, (3.5)
s'(t) = —puVi(t, s(t)),s(0) = hg, t>0,

V(0,z) = Ip(z), x € [—h(0), h(0)].

The proof of the existence and uniqueness of problem (3.5) is similar to that of
problem (1.3), it is easy to show that (3.5) admits a unique global solution (V,r, s),
and s'(t) > 0, 7'(t) < 0 for t > 0. To clarify the dependence of the solutions on the
parameter p, we write (I*, g#, h*) and (V# r# s*) in place of (I, g,h) and (V,r,s).
By using Lemma 3.3, we have

IH(t,x) > VH(t, x),

3.6
Wt > st (t), g" < rt(t) for t > 0 and = € [r*(t), s"(t)]. (8:6)

In the following, we will prove that for all large p,
s*(2) —r#(2) > 2h™. (3.7

We first choose the smooth functions s(t) and r(t) such that s(0) = —r(0) = h(0),
s'(t) <0, r'(t) >0 fort >0 and s(2) — r(2) = 2h*. We next consider the following
initial-boundary value problem

V,=dV,.=—-(y+k)V, t>0, r(t) <z <s(t),

V(t,r(t) =0, V(t,s(t) =0, t=0, (3.8)
K(Oa 33) = KO(JU)’ T e [—h(O), h(O)],
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where
0 < Vy(z) < Ig(x), Vo(—h(0)) = Vy(h(0)) =0 for all = € [-h(0),h(0)]. (3.9)

It follows from the standard theory for parabolic equations that problem (3.8) has
a unique positive solution V (¢, ). By the Hopf lemma, we have V (¢, s(¢)) < 0 and
V., (t,r(t)) > 0 for all t € [0,2]. By the choice of s(t), r(¢t) and V (), there exists
10 > 0 such that, for all g > 0,

() < —pV, (¢, s(1), v'(t) = —pd/, (8, r(t)) for all ¢ € [0,2]. (3.10)

In addition, for system (3.5), we can establish the comparison principle analogous
with lower solution to Lemma 3.3 by the same argument. Noting that s(0) = ho <
s#(0), r(0) = —hg > #(0), it follows from (3.5), (3.8), (3.9) and (3.10) that

VHE(t,x) > V(t,x),s"(t) > s(t),r"(t) < r(t) for t € [0,2] and z € [r(t), s(t)],

which implies that s#(2) — r#(2) > s(2) — r(2) = 2h*. Thus, (3.7) holds. It follows
that
hoo — Joo = tlim [s*(t) — rt(t)] > s*(2) —1r#(2) > 2h™.

—00
Hence, we obtain the desired result by Corollary 3.1. We complete the proof. [

Lemma 3.6. If | No|lso < b/k and hg < h*, there exists pg > 0 such that vanishing
happens when 1 < po.

Proof. By ||[No|loo < b/k and the proof of Lemma 2.1, it is easy to see that
0<S(t,x) <b/k for t >0 and = € R. Then I satisfies

_dlxx < (Bb/k_’y_k)la t>07 (S (g(t)’h(t))v
g9'(t) = —ple(t, g(t), 9(0) = —ho, ¢>0,

) = _/J'Im(ta h(t))v h(O) = hOa t >0,

) = In(x), € (—h(0), h(0)).

(3.11)
h'(t
I(0,
In the following, we construct an upper solution of (3.11). Let (A1, ¢(x)) be the

eigenpair of (3.3) with L = hg, a = gb/k — v — k, then A;(L) > 0. Inspired by the
arguments in [31, Lemma 3.4], we define

o(t) = ho(1 +2m —me™™"), t >0,

I(t,x) = Ke ™¢ ( ) , 120, x€l—a(t),o(t),

hox
a(t)

where positive constants K and m will be determined later.
Direct calculations show that, for (¢,z) € (0,00) x [—0o(t),o(t)],

T~ — (57—~ K)T

ot _ hoxo’ o h? b }
= Ke [ me o2t ) — @ —do 22(0) (B =7 k)9

—m /1 —m h 0-/ /
= Ke t[ meo — mae () (ﬁk—v—kM] — Ke t;;git)¢
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2 b b h ’
= Ke™™ {—m¢>+ 2?) {(5k—7—k)¢+ )\14 —(5k—7—k‘)¢}—Ke_mt UO;E:) ¢’
5 hozo'
= Ke™ ™ [ mao + (ﬂ— )¢( t) ) + M Ugft) ¢] — Ke— ™ 002@) ¢
—mt (2) h(Q) _ihozo!
= Ke ¢[ <5’Y k) ( >+/\102(t)]K6 02(t)¢'

By Ke*m”;"z—ﬁ‘)/cb’ < 0, we have

_ _ b _
It_dlzm_(ﬂ%_’y_k)l

2 2
oo (8 24) (1) en ]
:ZAl.

If we choose small enough m such that

b h2 h2
— PV N [ A —9 50
o+ (75 -1-4) (it ~1) + My 20
then Ay > 0. Now we choose K sufficiently large such that

hox

(0)

Obviously, I(t, —o(t)) = I(t,o(t)) = 0. A simple calculation shows, for ¢ > 0,

100,2) = K¢ ( ) > Ip(0,x) for x € [—h(0), h(0)].

Mho
o(t)

provided that p < — K¢/(h 5 := po- Similarly, we can obtain —o "(t) <—ply(t,—o(t))
for t > 0. By Lemma 3.3, we have

—ul,(t,o(t)) = ——=<Ke ™ ¢ (ho) < —uKe ™ ¢ (hg) < hom?e™™ = o' (t)

g(t) > —a(t), h(t) <o(t), I(t,z) <I(t,x) for t > 0 and = € [g(t), h(t)].

It follows that hoo — goo < 2tlim o(t) = 2ho(1 +m) < oco. We have finished the
—oo

proof. O
From Lemma 3.5 and Lemma 3.6, we can obtain the following criteria for spread-
ing and vanishing.

Lemma 3.7. If | No|lso < 2 and hg < h*, then there exists p* > pu, > 0 such that
spreading happens if p > p*, and vanishing happens if p < py and p = p*.

Proof. This proof is similar to that of [34, Theorem 5.2] and [10, Theorem 3.9].
We omit the details. O

Proof of Theorem 1.3. This theorem can be obtained by Lemmas 3.1 and 3.7. [

4. Long-time behaviors

Lemma 4.1. If hoy — goo = 00, then hoo = 00 and go, = —00.
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Proof. This lemma is proved by the similar arguments in [22, Lemma 3.10]. We
give the outline of the proof below.

Assume on the contrary that go, = —00 and he < 0o. At first, by using [21,
Lemma 3.3], we have

tlggo I1(t,)llc((=z.n))) = 0 for any given L > 0.

Then, by applying the argument in the Step 3 of the proof in [22, Lemma 3.10], we
can have that for any given constant L > 0 and small € > 0, there exist 77 > 0 and
l1 < ly < 0 satisfying ls — I = L such that

b
> —
S(t,z) > 5

We choose [ and Iy satisfying lo — 13 > 7, /m, for small € > 0 and large
T > Ty, we have

—¢eforallt > Ty and z € [l3,1s].

I —dl, > (Bb/k—e)—~v—k)I, t>T, x€ll,ls),
I(t,x) >0, t>T, x=1; or I,
1(0,z) > 0, z € [l1,la].

Bylo—Il1 >m WM, we can argue as in the proof of Lemma 3.4 to obtain

that
liginf I(t,x) > 0 for = € [Iy,12],

which is a contradiction.
Therefore, if hoo — goo = 00, then hoo = co. Similarly, we can prove g,, = —o0.
This proof is completed. O

Lemma 4.2. Let (S,I,R,g,h) be the unique solution of problem (1.3). If spreading
happens and k > v(1 — e*7), then

lim (S(t,x), I(t,x), R(t,z)) = (S«, L, Rx) locally uniformly in R,

t—o0

where

(S, 1 R):(’Y-i—k‘ Bb—k(y+k) 7(1—6_’”)])

BB+ —e )] k
Proof. Step 1. Let N(t,x) = S(t,z) + I(t,z) + R(t,z), then N satisfies

Ny —dNg, =b— kN, t>0, € (g(t),h(t)),
N(t,g(t)) >0, N(t,h(t)) >0, t>0,
N(0,2) = So(x) + Io(x) + Ro(x), = € [-h(0),h(0)],

it follows from [39, Lemma 2.6(iii)] that

b
lim N(t,z) = — =: N, locally uniformly in R.
t—o0 kj
Clearly,
b _
lim S(t,z) < — =: 5 locally uniformly in R.
t—o0 k
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For any small € > 0 and large [, it follows from h,, = —go, = oo that there
exists T such that

g(t) < =1, h(t) >1, N(t,z) < N,+efort>T, and z € [-1,1].
By the second equation of (1.3), we have I satisfies

I —dly < [B(N, +¢) =y —k— BN, t>Ti, ze€l[-11,
I(t,z) >0, t>T, v<-lorx>1I,
1(0,z) > 0, x € [-1,1].

It follows from [34, Proposition 8.1] that

limsup I(t,z) < BN.+e) =y -k
t—o0 B

for x € [-1,1].

By the arbitrariness of € and [, we have

limsup I(t,x) < (Ro — 1) =: I; locally uniformly in R. (4.2)

t—o00 B ﬁ
By the third equation of (1.3), it follows from [39, Lemma 2.6(ii)] that
: yi—e*)s = . .
limsup R(¢,z) < Th =: Ry locally uniformly in R. (4.3)
t—o00

Thanks to Rg > 1, we have I; and R, are positive.
By (4.2), for any small &1 > 0 and large [, there exists T > T3 such that

I(t,x) <11 +e fort > Ty and z € [-1,1]. (4.4)
Therefore, by the first equation of (1.3), we have S satisfies

Sy —dSys > b—kS — B(T1 +e1)S, t>Ty, x €11
S(Ts,z) > 0, z € [-1,1],

then )
liminf S(t,z) > ———=—— for x € [-1,1].
t—00 kE+B(I1+¢e1)

By the arbitrariness of €1 and [, we have

b
liminf S(t,z) > ———— =: S, locally uniformly in R.
t—00 k+ Bll
Step 2. For any small €5 > 0 and large [, it follows from hy = —goo = o0 that

there exists T3 such that
g(t) < =1, h(t) > 1, N(t,x) > N, —eq for t > T5 and x € [—1,]].
By (4.3), for above €5 and large [, there exists Ty > T5 such that

R(t,z) < Ry + &3 for t > Ty and x € [—1,1].
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By the second equation of (1.3), I satisfies

It —dl. > [B(Ny —&2) — B(Ry +&2) —y—k — BII, t>Ty, x€[-11,
I(t,z) >0, t>Ty, < —-lorxz>1I,
1(0,2) > 0, x € [=11].

It follows from [34, Proposition 8.1] that

hgig“(tvx) > B(N, —e2) —B(ﬂRl +e)—v—k

By the arbitrariness of €5 and [, we have

for x € [-1,1].

N,—BRi—v—k -
s PRi—y =k = I; — Ry =: I locally uniformly in R. (4.5)

liminf I(¢, z) >

t—o00 ﬂ
By the third equation of (1.3), it follows from [39, Lemma 2.6(i)] that

Y1 —e )

2 I, = R, locally uniformly in R. (4.6)

liminf R(¢t, ) >
t—o0

Since k > v(1 — e7*7) and Ro > 1, we have I; and R, are positive.
By (4.5) and (4.4), for any small €3 > 0 and large [, there exists T5 such that

I, —e3 <I(t,x) < Iy +ejzfort>T5and x € [-1,]. (4.7)
Thus by (4.7), S satisfies, for T > T5 + T,

St - dex < b—kS — ﬁ(ll - 63)S+7(T1 +€3)eik‘ra t> Tﬁa LS [_lvl]a
S(Ts,xz) >0, ze[-1]1],

then B i
. b+’}/(11 +€3)€7 T
limsup S(t,z) <

t—)oop (t2) < k+ B —e3)

By the arbitrariness of €3 and [, we have

for x € [-1,1].

b T —kT
limsup S(¢t, z) < ptyhie 7

=: S5 locally uniformly in R.
t— 00 k + Bll 2 Y Y

Step 3. By the similar arguments in Step 1, we can obtain

N, — —~v—k = -
limsup I(t,z) < b 5%1 i =I; — R, =: I locally uniformly in R.
t—o0

By the third equation of (1.3), it follows from [39, Lemma 2.6(ii)] that

_ kT
limsup R(¢, z) < y(=e™)

t—o0 k

I> =: Ry locally uniformly in R.

Due to k > v(1 — e *7) and Rg > 1, we have I, and R, are positive.
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By the first equation of (1.3) and the similar arguments in Step 1, we can obtain

b ALt

liminf S(t, z) > —
t—o0 k;+6[2

=: S, locally uniformly in R.

Step 4. By the similar arguments in Step 2, we can obtain

6N*_BE2_’Y_I€:*

liminf I(t,z) > I1 — Ry =: I, locally uniformly in R.

t—o0 5

By the third equation of (1.3), it follows from [39, Lemma 2.6(ii)] that

y(1—e7*7)
k

Since k > (1 — e *7) and Rg > 1, we have I, and R, are positive.
By the first equation of (1.3) and the similar arguments in Step 2, we can obtain

litm inf R(t,z) > I, =: R, locally uniformly in R.
—00

b T —kT
limsup S(¢, z) < b ylee

=: S5 locally uniformly in R.
t—o00 k + 6!2 3 Y Y

Step 5. Repeating above arguments, we can obtain six sequences {Sa}, {S,.},
{I.}, {L,}, {Rn}, and {R,,} satisfying

S, < 1itm inf S(t,z) < limsup S(t,x) < S, locally uniformly in R,
—o0 t—00
I, < litrginff(t7 x) <limsup I(¢,x) < I, locally uniformly in R,
o t—00

R, < litm inf R(t,2) < limsup R(t,z) < R,, locally uniformly in R,
— 00

t—o0

where

— Tp_1e7 k7 _ N,—~v—k—-BR — 1—e k)
Sn:b—FV n—1€ 7 nzﬁ v Bfnfl’ Rn:’y( € )In’
k+p1, 4 B k

N, —~v—k—pBR, 1—ekr b I ek
B k k+ BI,
Moreover,

S;<Sy<--<8, < <8, << 8y <8,
L<l,< <L < <I,<-<Iy<Iy,
R <Ry<--+<R,< - <R,<-<Ry< Ry,

then we have

7. — BN« —~v—k—BR,, T = 7(1—67]”)7 = b+ yle k™
oo B Y oo T k o0y oo T k + ﬁloo b
]\a< N b 700 1— —kT T —kT
g BNz k=Bl p =) g byl T
B k k+ BT
By direct computations, we have (S_,1..,R..) = (Seo, oo Reo) = (Si, L, Ry).
Therefore, this lemma has been proved. O

Proof of Theorem 1.2. This theorem can be obtained by Lemmas 3.2 and 4.2. [
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5. Numerical simulation

To support theoretical results in previous sections, we will use MATLAB to make
some numerical simulations in this section.

Now we assume that the coefficient and initial functions in (1.3) are as follows:
d=1, h(0) = hoe?, Iy(x) = cos(%w)x), Ro(z) = cos(%(o)x).
Example 5.1 (The case of Rg < 1). Let b=1, 3=0.5, k= 0.6,y = 0.5, hy = 1.5,

then we have that Ry = 0.7576 < 1 by (1.6).

The simulation results are showed in Figure 1 and 2, we can observe that the
disease will die out and ho, — goo < o0 if Rg < 1.

Figure 1. The profiles of 7 = 0.5 and 7 = 0.8.

free boundary h(t)
free boundary g(t)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 70 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
time x10° time x10°

Figure 2. Vanishing of the free boundary h(t) and g(t).

Example 5.2 (The case of hg > h, and Ro > 1). Let b =1, 8 =1, kK = 0.5,
v = 0.6, hg = 1.8. By direct calculations, we can obtain that h, = 1.6558, and
Ro = 1.8182 by (1.6). Then hg > h, and Rg > 1. Moreover,

(1.1,0.7112,0.1888), 7= 0.5,

(Su, I, R,) =
(1.1,0.6449,0.2551), 7 =0.8.

The simulation results are showed in Figure 3, it is easy to see that the solution
I(t,z) keeps positive and tends to an equilibrium I, if Ry > 1 and hy > h,.
Moreover, we can observe that the equilibrium I, is decreasing with the increasing
of immunity 7.
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Figure 3. The profiles of 7 = 0.5 and 7 = 0.8.

Example 5.3 (The case of hg < h. and Ro > 1). Let b =1, § =1, kK = 0.5,
v = 0.6, hg = 1.5. By direct calculations, we can obtain that h, = 1.5279, and
Ro = 1.8182 by (1.6). Then hg < h, and R > 1. Moreover,

(1.1,0.7112,0.1888), 7= 0.5,

(Su, I, R.) =
(1.1,0.6449,0.2551), 7 =0.8.

The simulation results are showed in Figure 4 and 5. From Figure 4, we can
find the solution I(¢, z) keeps positive and tends to an equilibrium I, for some large
pw=10if Ry > 1 and hy < h.. And we can observe that the equilibrium I, is
decreasing with the increasing of immunity 7. From Figure 5, it is easy to see that
the disease will die out for some small y =1 if Ry > 1 and hg < h,. This means
that, when Ry > 1 and hy < h,, whether the disease spreads or not depends on the
expanding capability p of the spreading front.

mmnmmnmmnnmmmom'

y

Figure 4. The profiles of 7 = 0.5 and 7 = 0.8 with p = 10.

Example 5.4 (The effect of 7 on the spreading speed of h(t) and g(t)). Let hg =
1.8, h(0) = hoe?, Iy(z) = cos(#w)a:).

The simulation results are showed in Figure 6. From Figure 6, we can observe
that the spreading speeds of the spreading fronts h(t) and g(t) are decreasing with
the increasing of delay 7, which implies that the time delay can slow down the
spreading of epidemic.
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free boundary h(t)
free boundary g(t)

0 -40
0 05 1 15 2 25 3 35 4 0 05 1 15 2 25 3 35 4

time x10° time x10°

Figure 6. Spreading of the free boundary h(t) and g(t).

6. Discussion

This paper considers an SIRS epidemic model with time delay and free boundaries.
We first prove the global existence and uniqueness of the solution. Then we show
the long-time behavior of the solution can be determined by the following spreading-
vanishing dichotomy:

(i) Vanishing: If hoy — goo < 00, then

. b . .
im S(t2) = ¢ 1 Cioe(®), Jim [11(t,) + Rt 2)lleow.nan = 0

t—o0
(ii) Spreading: If ho — goo = 00 and k > (1 — e~*7), then

lim (S(t,x), I(t,x), R(t,z)) = (S«, L, Rx) locally uniformly in R.

t—o0

Furthermore, we obtain the following criteria for spreading and vanishing hold:

(i) If Ro <1 and || Noloo < 2, then disease will vanish;

(ii) If Ro > 1, then there exists h* > 0 such that spreading happens when hy > h*,
and if hg < h* and |[No|ls < 2, then there exists p* > p, > 0 such that

spreading happens when p > p*, and vanishing happens when p < p, and
o=

Finally, some numerical simulations are provided to illustrate our results.
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Since it is difficult to establish the corresponding semi-wave theory, we do not
give the precise estimation of the spreading speed of the spreading front if spreading
happens. We will study it in the future. However, the numerical simulation in
Example 5.4 shows that the spreading speeds of the spreading fronts h(t) and g(¢)
are decreasing with the increasing of delay 7, which implies that the time delay
can slow down the spreading of epidemic. Furthermore, our results in figure 3 and
4 indicate that time delay can affect the value of equilibrium point. Moreover,
the results in figure 6 show that the region (g(t), h(¢)) of infectious individuals is
decreasing with the increasing of time delay.
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