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SPATIAL DYNAMICS OF THE ADVECTIVE
REACTION-DIFFUSION EQUATION ON
FUNNEL-SHAPED DOMAINS

Yan Zhang', Bang-Sheng Han', Hong-Lei Wei'
and Yinghui Yang?

Abstract This paper is concerned with the entire solution of the advective
reaction-diffusion equation with the bistable nonlinear reaction term on funnel-
shaped domains. We focus on the well-posedness and long-time behavior of
the entire solution. Because of the impact of advection, the previous super and
sub-solutions are no longer applicable, so we study the existence of the entire
solution behaving as a planar front by constructing appropriate super-solutions
and sub-solutions. In addition, we show the uniqueness and Lyapunov stability
of the entire solution. This is probably the first study of the advective reaction-
diffusion on funnel-shaped domains.
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1. Introduction

In this paper, we study the spatial dynamic properties of the following equation

{Ut :Au—a-VU—i‘f(U)a (t,l‘) ERXQ’ (11)

v-Vu=0, (t,z) € R x 09Q.

Here u € [0,1] is bounded, Aw is the diffusion term, Vu is the advective term, a

is a constant which is called the diffusion coefficient. v is the outward unit normal
on the boundary 9. z = (z1,y) € RY, with y € RN~ f € C%1([0,1],R) is a
bistable nonlinear reaction term satisfying

£(0) = f(0) = f(1) =0, f'(0) <0, f(6) >0, f'(1) <0,

1 (1.2)
F(u) <0 in (0,6), f(u)>0 in (6,1), / f(s)ds > 0.
0
It can be extended to R by
f(s)=f'(0)s for s<0, f(s)=f'(1)(s—1) fors>1. (1.3)
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Figure 1. The funnel-shaped domain Q.

Q C RY(N > 2) is the funnel-shaped domain satisfying
Q={z=(21,9) : 21 €R, [y| <h(z1)}, (1.4)

where |-| signifies the Euclidean norm, h : R — R¥ is a function in C%#(R)
(0 < B8 < 1) which satisfies

h=Rin (—o0,0], for some radius R > 0,

0<h <tanain R, for some angle « € [0, g),

h(z1) = xz1 tan« in [Lcosa, +00), for some L > R when « # 0.

The domain € is rotationally invariant concerning the z;-axis and its image is
shown in Figure 1. In addition, we suppose that there exists a pair of (c,¢) (¢ > 0)
satisfying

§"(2) + ¢/ () + F(9() =0 m R,
B(—0) = 1, ¢(+00) =0, (15)
0<d(z) <1linR, ¢(0)=6.

The research on the advective reaction-diffusion equation originated from prac-
tical applications. In the practical problems, the advection term can reflect the
influence of the river [28,29], chemotactic movement of organisms [32], stirred reac-
tions [11], and bird movement [10] on the research object. In [1], Berestycki showed
the influence of the advection term on the propagation of fronts of the model

ou

us — Au + Aa(y)a—xl =

fw).

Berestycki and Nirenberg made the pioneering work of the entire solution of
the advective reaction-diffusion equation in [6]. They are concerned with the entire
solution of the following type of equation

Au—(c+afy))diu+ f(u) =0

with three kinds of nonlinearity. Therefore, much work has been devoted to studying
the entire solution of the advective reaction-diffusion equation, such as Bu and
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Wang [8], Indekeu and Smets [17] and Zhao et al. [33]. In addition to the general
entire solution, Li et al. [19] attention to the interaction between traveling wave
solutions. They construct the new types of entire solutions for the model

ou(z,t)

Ou(x,t)
ot

= Au(e.1) - a(y) =52

+ flu(z, 1))
with monostable or ignition temperature nonlinearities, whose propagation phe-
nomenon is similar to that of two traveling wave solutions interacting. Then in [23],
they added relevant results on bistable reaction terms. In [22], the existence, unique-
ness, and stability of the entire solution for bistable reaction-advection-diffusion
equations in heterogeneous media were proved. For the study of this type of entire
solution, there are Liu et al. [24], Li et al. [20], Wang and Li [27] and Ma and
Wang [25].

The funnel-shaped domains were first defined in [14]. A classical reaction-
diffusion equation

uy = Au+ f(u)

was considered to the large time dynamics of entire solutions. Except for the funnel-
shaped domains, other high-dimensional regions are being studied. The infinite
cylinders are the regions that have been studied the most frequently, like [15,16,19,
20,22,23,25,30,31,34], they are all studying different equations in infinite cylinders.
Similar to the infinite cylinders, there are also the “cylinder-like” domains. In [2,26],
the “cylinder-like” domains were considered to analyze the existence of the entire
solution and conditions of propagation or blocking phenomenon. Moreover, there
are domains with smooth compact obstacles [4,7], multiple cylindrical branches [13,
21], multiple asymptotically cylindrical branches [12] and the domains are periodic
[3,5] or the succession of two semi-infinite infinite cylinders with square cross sections
[9].

Except that infinite cylinder and periodic domains, advective reaction-diffusion
equations are less studied in other regions. Inspired by [4,14,18], we consider a more
general problem (1.1) in this paper. Due to the introduction of the advection term
and the particularity of the region, it leads to the previous super and sub-solutions
not being applicable. To solve this problem, we construct new super-solutions and
sub-solutions, and obtain the following results.

Theorem 1.1. For any R > 0 and « € |0, g), (1.1) exists an entire solution u(t,x)

which satisfies uy >0 and 0 < u < 1 for each (t,z) € R x Q, and that

{u(t, x)—¢(xy —ct—at) -0, a>0, (16)

u(t,x) — ¢(—z1 —ct +at) -0, a<O,

as t — —oo, uniformly in x € Q. Furthermore, u(t,z) is symmetric with respect to
the x1 axis for any t € R, that is, u is only related to x1 and |y|.

Theorem 1.2. For any (t,r) € R x Q, the entire solution u(t,z) converges to a
classical solution us () of

Ao — - Voo + f(ieg) =0, in Q,
fluso) )
V- Vi =0, on 012,
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as t — +oo in C? (). Moreover, the u(x) satisfies 0 < uco(x) <1 and

lim we(z)=1, a>0,
r1—>—00

lim ux(z)=1, a<D0.

x1—+0o0

Theorem 1.3. For any R > 0 and o € [0, g), u(t, ) is the entire solution satis-

fying (1.6) in Theorem 1.1. If there is a function U(xz) € C*(Q) of the (1.7) such
that 0 < U(z) <1 and
lim U(z)=1, a>0,

r1—>—00
lim U(z)=1, a<0.
x1—+00

Then u(t,z) < U(zx) for any (t,z) € R x Q.

Theorem 1.1, Theorem 1.2 and Theorem 1.3 are related to the existence of the
entire solution of (1.1). The following theorem is about the uniqueness and stability
of the entire solution.

Theorem 1.4. For any R > 0 and a € [0, g), the entire solution u(t,z) of (1.1)
satisfying (1.6) is unique and Lyapunov stable.

This paper is organized as follows. In Section 2, we prove the existence of the
entire solution of (1.1) and then we show some theorems related to existence, that
is Theorem 1.2 and Theorem 1.3. We will see that the entire solution of (1.1) is
unique and Lyapunov stable in Section 3.

2. Existence of the entire solution

In this section, we prove the existence of the entire solution by using the upper and
lower solution methods. Motivated by [4] and [14], the key to this method is to
construct a suitable super-solution and sub-solution. Therefore, in Subsection 2.1,
we give the basic estimates that will be used later. Then we construct the super and
sub-solution in Subsection 2.2 and complete the proof of Theorem 1.2 in Subsection
2.3. In Subsection 2.4 and Subsection 2.5, we show the proof of Theorem 1.2 and
Theorem 1.3.

2.1. Basic estimates

Suppose that the function £(t) satisfies

"(t) = Me" ) for t < T
{s() e, for t < T 1)

£(—00) =0,

where the constant M > 0, T < 0 are given later, u* is the positive root of the
equation
1+ e+ f'(0) =0,

that is,

_ 2_4/0
o oF 02 1O _ o
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From a simple calculation of (2.1), we obtain

€)= g

= T oM
and 1 — ¢ 1 Met ¢t > 0. In addition, we suppose that
ct+£&(t) <0 fort e (—oo,T],

therefore, we have

1 1 c
=—1In
we c+M

T: < 0.

The traveling wave solution ¢ decays exponentially and satisfies

bie ™" < p(z) < Bie ™M, 2 >0,
boet* <1 — ¢(z) < Baet*, 2z <0,
c+ /2 —4f'(1)

with p, = 5 > 0, by, by, By, Bs are positive constants, and the ¢'(2)

satisfies
bse "2 < —¢'(z) < Bge ™" % z>0,
biet? < —¢'(2) < Byet+?, z <0,

with b3, by, B3, By are positive constants.
The reaction term f satisfies

[flu+v)— flu) = f(v)] < Luv, 0 <wu,v <1, (2.2)

where L is a non-negative constant.

2.2. Construction of the super-solution and sub-solution

Before we construct the super-solution and sub-solution, we first show the definition
of them. We denote that

Lw=w, — Aw+a-Vw — f(w). (2.3)

Then we can define

Definition 2.1. (The Definition of super-solution and sub-solution) The function
w is called the super-solution of (1.1) in R x €, if

Lw >0, (t,r) € R x Q,
v-Vw>0, (t,z)€ R x9N

The function w is called the sub-solution of (1.1) in R x Q, if

Zw <0, (t,z) € R x Q,
v-Vw<0, (t,z)€ R x9N
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Since a € R, we discuss a in two cases: a > 0 and a < 0. First in the range
a > 0. We assume that there are two functions

wt(t,z) = ¢(x1 — ct — at) (2.4)
and

w () = {(ﬂ)b(:cl —ct —at +¢(t)) — ¢(—z1 —ct —at +£(1)), Z i gi 259

Then, we have the following

Lemma 2.1. w' is a super-solution of the (1.1) in R x Q and for any M > 0,
there exists some T1 € (—o0,T| such that w™ is a generalized sub-solution of (1.1)
in (—o0,T1] x Q.

Proof. It is obvious these conditions are satisfied when x € 9. Then we prove
whether Zw™ > 0 or Zw~ <0 when z € Q.
First, we show the proof of the super-solution w™. According to (2.4), we have

w+t = (_C - a)d)/a
Vut =¢/, (2.6)
Awt = ¢".

Then substitute (2.6) into (2.3), and there is

Lwt = (~c—a)¢ —¢" +ad' — f(¢) =0>0.

The proof of the super-solution is completed.
Next, we prove that w™ is a generalized sub-solution of (1.1). It is obvious when
x1 > 0 because of (2.5), therefore we prove that Zw~ < 0 in the case 21 < 0.
We suppose that z; 1= x1 — ct — at + £(t), 22 = —x1 —ct —at + £(t). A
straightforward computation shows that
wTy = (—c—a+&(t)(¢ (1) — ¢'(22)),
Vw™ = ¢'(21) + ¢'(22), (2.7)
Aw™ = ¢"(z1) — ¢"(22).
Substitute (2.7) into (2.3), we have

Zw” = (—c—a+ ()¢ (21) — ¢ (22)) — ¢ (21) + ¢"(22)
+a(¢'(21) + ¢/ (22)) — f(P(21) — d(22))
= ()¢ (21) + (2a = ()¢ (22) + F(z1,1)
<& ()P (21) = ¢'(22)) + F(a1,1),
)

where F(z1,t) = f(é(21)) — f(d(22)) — f(d(21) — ¢(22)). Owing to the (2.2), then
F(z1,t) < Lo(22)(d(21) — d(22)).-
Therefore, the third inequality in (2.8) is transformed into
Lw” < ()¢ (21) — ¢ (22)) + L(22)(d(21) — b(22))- (2.9)

(2.8)
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In order to further verify Zw~ < 0, we discuss two cases ¢t + at — &(t) < x1 <0
and x1 < ct + at — £(t) respectively.

Case 1. In the case ¢t + at — £(t) < 21 < 0, that is, 0 < 21 < 2q.
Since the definition of ¢ in (1.5), one then infers that

d(z) <p(0) =0 for z1 < z < 29,

which yeilds f(4(z)) < 0. Thus we have
o)~ (e2) == [ e
= [+ stoteis
< / o (2)dz

z1

= c(¢(22) — d(21)).

It follows from the previous (2.9) and the estimates of the ¢(z) that

(2.10)

Lw” < e (t)(9(22) — d(21)) + Lo(22)(d(21) — B(22))
= (Lp(22) — c€'(1))(d(21) — d(22))
< (LBle—u*(—Il—ct—at+E(t)) _ cMe“*(Ct*‘f(t)))(qS(zl) — ¢(2))
= e (D) (p(21) — ¢(29))(LByre™# (71 =@+ M) — cr),

Therefore we have Zw~ < 0 provided that 71 € (—o0, T is chosen sufficiently
negative so that

LBje W (mm=at+2(1) _ M <0 for —oo <t <Ty. (2.11)

Case 2. In the case z1 < ¢t + at — £(t), that is, 21 < 0 < 2.
By using estimates of ¢ and ¢’, we have

Lw™ <L 1)(¢(21) = ¢'(22)) + Ld(22)(8(21) — 6(22))
< Met (EHEm) (_pyeh=(Tr-ct=at+£(1)) 4 poe=n (mor—ct—at+£(1)))
+ LBye H (mz1—ct—at+£(1)
= e (O [N (—pyet=@r—ct=at+e(t) | Bo—n" (mx1—cl=at+£(1))
+ LBye # (zm1—at+26()],

Therefore we have Zw~ < 0 provided that 77 € (—o0, T is chosen sufficiently
negative so that

M(_b4eu*(3:1—ct—at+§(t)) + B3e_u*(—:c1—ct—at+§(t))) < _LBle_M*(_,@l—at-;-zg(t))
(2.12)
for t € (—o0,T1].
In conclusion, we show that w™ is a sub-solution of (1.1) for any M > 0 when
T, € (—o0,T) satisfies (2.11) and (2.12). O
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In the range a < 0, we assume that there are other two functions
Wt (t,z) = ¢(—x1 — ct + at)

and

(¢ o 0, X S 0,
o {tw) = d(—a1 — et +at + () — d(a1 — et + at +E(t)), a1 > 0.

Using the same method, we obtain the following lemma
Lemma 2.2. w' is a super-solution of the (1.1) in R x Q and for any M > 0,
there exists some Ty € (—o00,T| such that W™ is a generalized sub-solution of the
(1.1)in (=00, T1] x Q.
2.3. Proof of Theorem 1.1

In this subsection, we prove Theorem 1.1 by using the method of upper and lower
solutions. Since the proof process is similar in both cases @ > 0 and a < 0, we will
take the case a > 0 as an example here.

For any n € N and n > —T7, let u,(¢,x) be the solution of the Cauchy problem

(un)t = Au, —a-Vu, + f(un)v (tvx) € [_nv +OO) X ﬁ?
v-Vu, =0, (t,x) € [-n,+00) x 09, (2.13)
Un(—n,2) =w™ (—n,z) € [0,1), x € Q,

of (1.1). From the strong maximum principle and the well-posedness of Cauchy
problem (2.13), we note that

0 <up(t,z) <1 for (t,z) € [-n,+00) x Q. (2.14)

Because of the axial symmetry of {2 concerning z1, u, (t, ) is symmetric about the
7y axis. Since w™(t,x) is the generalized sub-solution of (1.1) in (—oo,T1] x €,
wt (¢, z) is the super-solution of the (1.1) in R x £, we note that

w”(t,z) <up(t,z) <w'(t,z) for (t,x) € [-n,T1] x Q. (2.15)
Then we plug in ¢ = —n + 1 to this inequality, we can obtain

up(—n+1,2) >w (-n+1,2) =up_1(—n+1,z) for z € Q.
Owing to the maximum principle, we have
un(t,x) > up—1(t,x) for (t,z) € [-n +1,+00) x Q,

which can see that the sequence w,, (¢, x) is non-decreasing in n for n > —T7. Putting
n — 400, one gets that

un(t,x) = u(t,z) in C(lt’i);loc

(R x Q)

from the standard parabolic estimates and monotone bounded theorem. And that
u is the entire solution of (1.1).
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On account of the axial symmetry of w,, we know that u is symmetric about
the x1 axis. The comparison principle and (2.14) show that 0 < u(t,z) < 1 for
(t,z) € R x Q. Combining u # 0 and v # 1, we have

0<u(t,z) <1l for (t,z) ERxQ
from the strong parabolic maximum principle. Letting n — oo, (2.15) implies
w(t,z) <wu(t,z) <w'(t,z) for (t,7) € (—oo,T1] x Q,
where we can know
u(t,z) — p(xy —ct —at) - 0, ast— —oc.
Finally, we show that
u(t,z) >0 for (t,z) € R x Q. (2.16)

We first claim that w™ (¢, ) is non-decreasing with respect to ¢ when ¢ is sufficiently
small. According to the definition of w™ (¢, z), we have

0, T Z 0.

wy (t,x) = {(_C —a+& )¢ (21) — ¢'(22)), z1 <0,

Letting t — —oo, then 23 — +00 > 0, 25 = +00 > 0, —c—a+¢’(t) < 0. Combining
the fourth inequality of (2.10) and the monotonicity of ¢, we obtain that

wti(ta CE) >0,
when t is sufficiently small. For any t € [-n,Ty], x € Q, setting
g(t,z) = u,(t,z) — w™ (¢, ),

which yields that
gt(t, ) = (up)e(t, x) —w ™ (¢, x).

If (up)i(t,z) < 0, then g:(¢,z) < 0, which means that g(t,z) decreases mono-
tonically with respect to ¢t. Since g(—n,z) = 0, the function g(t,z) = u,(t,2) —
w™(t,x) < 0 for any ¢t > —n, this conflicts with (2.15).

Therefore, (uy)¢(t,x) > 0 for (t,) € [-n, +00) x Q and it yields (up)(—n, z) >
0 for x € Q and all sufficiently large n. Then, we get

(un)e(t,x) >0 for (t,z) € [-n,+00) x Q
by the maximum principle. Letting n — +o00, we have
ug(t,r) >0 for (t,x) € R x Q.

Since u; # 0, we use the strong maximum principle can obtain (2.16).
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2.4. Proof of Theorem 1.2

In this subsection, we study the long-time behavior of the entire solution u(t, x) of
the (1.1), that is Theorem 1.2, and show the proof of it. First, in the case a > 0,
the parabolic estimates and (2.16) imply that

u(t,r) = Uso(x) ast— +oo uniformly in z € Q

in C?(Q). Since u is the entire solution of (1.1), the limit un, satisfies

Aty — @ Vg + flus) =0, in Q,
v-Vius =0, on 0f.

Taking limits simultaneously on both sides of the inequality for 0 < u(t,x) < 1,
we obtain that 0 < ux(z) < 1. If us(z) = 0, that is, lims—, o u(t, z) = 0, owing
to (2.16), when t < +o00, we have u < 0, but this is impossible because

0<u(t,r) <1l for (t,z) €R x Q,
by Theorem 1.1. Therefore, we have
0 < uso(r) <1 forx €.
Since u increases monotonically with respect to t, one then infers
w(t,x) <u(t,z) < us(z) <1 for (t,z) € (—oo,Th] x Q.
It follows from the inequality above that
w (T, z) = ¢(x1 — Ty — aTy + E(Th)) — p(—x1 — Ty — aTy + &(Th))

< Uoo () (2.17)
<1

when = € Q and 7 < 0. Hence, we can see that

lim  wue(x) =1.
r1—>—00

In the case a < 0, we can use the same method to obtain limg, 4o Ueo(x) = 1.

2.5. Proof of Theorem 1.3

When a > 0, according to the definition of the nonlinear term f, we can see that
f(1) =0and f'(1) < 0by (1.2), f can be extended to (1, +00) by f(s) = f'(1)(s—1)
for s > 1 from (1.3). Setting ¢ > 0 such that f/ < 0in [1 —¢,+00) and C > 0
satisfying

1—-¢<U(z) <1 for z € Qwith z; < —C. (2.18)

If there exists 7} € (—oo,T] such that for any ¢ < T} and = € €, we have
w~ (t,z) < U(x). Using the parabolic maximum principle and the relationship
between w~ and u,, then we can prove that u(t,z) < U(x) for any (¢,z) € R x €,
which is what we ultimately want to prove. Therefore, we then claim the following
lemma.
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Lemma 2.3. There exists Th € (—o0,T| such that
w”(t,z) <U(x) fort <Ty and x € Q with x1 > —C. (2.19)

Proof. According to (2.18), if 1 > —C, then we find that U(z) < 1 —¢ or
U(x) > 1. Owing to the assumption 0 < U(z) < 1, we have 0 < U(z) < 1—¢ or
U(z) =1.

When U(z) = 1, according to the definition of w™, we can see that 0 < w™ < 1.
It is obvious that w™(t,z) < U(x) for (t,z) € (—o0,Ty) x Q with x; > —C.

When 0 < U(z) < 1—¢, we use the method of proof by contradiction to prove. If
for any T| € (—o0, T, there is w™(¢t,z) > U(z) for t < T] and x € Q with z; > —C.
The inequality (2.17) infers that there exists 71 € (—oo,T] such that

w (T, z) < ux(z) <1

for z € Q and 0 < us () < 1is the solution of (1.7) satisfying lim,, oo Uso (z) = 1.
However, 0 < U(z) < 1—¢ satisfies all conditions of u(z), which is a contradiction
with the assumption. O

Proof of Theorem 1.3. We first claim that w™(¢,z) < U(x) for any ¢t < T and
x € Q). We define that

o =min{o>0:w (t,2) <U(z)+ ot <Ti,z€Q}. (2.20)

Then we will prove that ¢* = 0. -
If o* > 0, then there exists (t.,x.) € (—o0, T1] x  with (21). < —C, such that

W (b, xx) = U(zs) + 0*. (2.21)

Otherwise, for any (¢, ) € (—o0o,T1] x Q with 1 < —C, there is w™ (¢,7) # U(z) +
o*, then we have
w” (t,x) < U(z) + o (2.22)

for any (t,7) € (—oo,T1] x Q with 21 < —C by the (2.20). Owing to Lemma 2.3,
we see that
w”(t,z) <U(z) <U(z) + o (2.23)

for any (t,x) € (—o00,T1] x Q with #; > —C. Combining (2.22) and (2.23), we
obtain
w”(t,x) < U(x) + 0" for (t,z) € (—o0,Th] x Q.

It follows from the density that there exists o7 > 0, such that w= (¢, 2) < U(x)+o} <
U(zx) + o*. This is a contradiction with the definition of po* that o* is the minimum
number making w~ (t,z) < U(x) + .

Since 1 —¢ < U(z) < 1 for x € Q with z; < —C, we know that 1 — ¢ + o* <
U(x) + 0* <1+ p*. The assumption that f/ < 0 in [1 — ¢, +00) denotes that f

monotonically decreases in [1 — ¢, 4+00). That is

fU) +0%) < f(U(x))

for any = € g with 21 < —C, which implies U(z) + o* is the super-solution of the
(1.7) in z € Q with z; < —C.
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Notice that w™ is a generalized sub-solution of the (1.1) in (—o0, 7] x Q by
Lemma 2.1, then from the strong parabolic maximum principle and (2.21), we have

w” (t,z) =U(z) + o

for any t <t, and x € Q with z; < =C.
When z; — —oo, w™ (t,z) = U(x) + ¢ — 1+ 0* > 1 is a contradiction with
w™ (t,x) < 1. Therefore, p* = 0 and it yields that

w”(t,x) < U(x) (2.24)

for any t < Ty and x € Q.

Then we claim that u(t,x) < U(x) for all (t,z) € R x Q. Since u,(—n,z) =
w”(—n,z) € [0,1) for n € N with n > =T} in z €  from (2.13), according to
(2.24), we have

un(—n,z) =w™ (—n,z) < U(z) for z € Q.

According to the parabolic maximum principle, we know w,(t,z) < U(zx) for

t>-nandn € Nwithn > —T} in (t,x) € [-n,+00) x Q. Let n — +00, we obtain

u(t,r) < U(x) for (t,z) € R x Q.

In the case of a < 0, we can use the similar arguments to verify u(t,r) < U(x)
for all (¢,2) € R x Q. The proof of this theorem is complete. O

3. Uniqueness and stability of the entire solution

In this section, we begin to prove Theorem 1.4. We divide the proof into two parts.
The first part is to prove the uniqueness of the entire solution, and the second part
is to prove the stability of the entire solution.

3.1. Uniqueness of the entire solution

First is the uniqueness of the entire solution u(¢,x). Before starting the proof, we
provide a lemma. Assuming

1

Gy(t):={r ey <ult,e) <1-n}, 7e(03)

By (1.6), we can know that for any v € (0, 1], there exists T, € R and M., € (0, +00),
such that for any ¢ € (—oo,T,], when a > 0,

G,(t)C{zeQ:|z;—ct—at| <M} C {zeRY 12y < -1}, (3.1)
when a < 0,
Gy(t)C{zeQ:|—a1—ct+at| <M} C{zeRY 12y > 1}, (3.2)

Lemma 3.1. u(t,z) is the entire solution of (1.1) satisfying (1.6). Then for any

v € (0,1], there emists 6y > 0 such that w(t,x) > 6y for any t € (—oo,T,] and

x € G4().
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Proof. We use the method of proof by contradiction to prove this lemma. Suppose
there exists yo € (0, %], for any 6 > 0, there exists the sequence ¢ € (—o0,T,] and
T = (Tr1, Tho, -+ Ten) € Gy (t), such that

u(ty, zr) =0  as k — +oo.

The proof process for a > 0 and a < 0 is similar, let’s take a > 0 as an example.

Case 1. If t), — t* € (—o0,T,,] as k — +o0.
The condition z € G, (t) yields that the sequence xj; is bounded. On the base
of the monotonic bounded principle, we know that

Tk — x]  as k — +oo.

Consider that
ug(t, ) == u(t,r + zr),

then wy, is defined in (¢,z) € (—oc0,T,,] x Q, hence (1.4) and (3.1). By parabolic
estimates, we select a subsequence and denote it again as {uy}, then we can obtain

ug(t,x) = u*(t,z) ask — +oo

in C2((—00, Ty,] x Q) and u*(t, ) satisfies (1.1) for any (¢, ) € (—oc, Ty,] x L.

loc
Based on the monotonicity of u with respect to ¢ in R and the convergence of wuy,

it can be inferred that
uy (t*,0) =0, uy(t,x) >0 for (t,x) € (=00, T,] x Q.
Therefore, by the strong maximum principle, we know
uy(t,z) =0 fort <t*.
But when ¢t — —o0, there is a contradiction between this equation and
u (t,x) —p(zy + 2" —ct —at) >0 ast— —o0

uniformly in = € Q from (1.6).

Case 2. If t, - —oc0 as k — +0.
Similarly, we consider that

ug(t, ) = u(t + tg, ¢ + ).

Then, we can also find a subsequence u(t, ) — u* (¢, z) when k — 400 and u* (¢, x)
satisfies u;(0,0) = 0. Whence

uj(t,z) =0 fort <0.

This is impossible because there exists a v; € [-M

vo» M,] such that

w*(t, ) = dlar — ct — at + 7).

The proof of this lemma is complete. O
Now, we prove the uniqueness of u(t,z). Assuming there exists another entire
solution v of (1.1), take € (0, ) as small as possible, such that

f'(s) < —e  for s € (—00,26]U[l — 2k, +00) (3.3)
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for € > 0. Then for € € (0, k), there is ¢, < 0, such that
[v(t,z) = u(t,z)|| gy <€ for (t,2) € (—00,t] X Q. (3.4)

Suppose tg € (—00,t.), we define that
WH(t,z) = u(t + oe(l — e =10)) 2) 4 ee=(t=10) (55)
W= (t,2) = u(t — oe(l — e =(10)) z) — ge—e(t=to),

where the o > 0 will be provided later. By (3.4), we obtain
W~ (to,x) < v(to,x) < Wt(tg,z) forz e Q.

We then claim that W (t,z) and W~ (t,z) are the generalized super-solution
and sub-solution of (1.1) in [tg, t] X €.
First is the super-solution. From a calculation of the (3.5), we can see
W, = (14 cece™=710))y, — ece™=(tt0)
VWt = Vu,
AWT = Au.

It follows from the equations above that

LW = (1 4+ cece =10y, — ece=E%0) — Ay + aVu — f(WT)
= gece 00y, —ece =t 4 f(u) — f(u + ee =(T10))
= gece S0)y, — egee(tt0) _ e (tt0) £y, 4 et 0))

= ee =0 ey, — & — f'(u+ dee =10,

(3.6)

where

)

u

J(t, z) € (0,1),
u(t + oe(1 — e =t=t)) ),
uy = ug(t + oe(l — 675@40))7 x).

Case 1. If 2 € G (t + oe(1 — e~ 5(t=%))) there are s < u < 1 — x and

K+ Dee=110) <y geem= ) <1 — g 4 PJee =t M0),

Since k > 0,0 < ¥ <1 and 0 < € < &, one then infers x 4+ dee—=(t=%0) > 0. Because
of 0 < ¥ <1 ande >0, we have

0 < Pee =t7t0) < ceme(tt0) < ¢ < (3.7)
which infers that 1 — k 4+ Jee =(*~*) < 1. Hence, we can get
0 < u+ dee st <1,
Applying the lemma 3.1 to the fourth equation of (3.6), we know

LW > ee (1710 (gedy — e — max f'(s))

0<s<1

> egedge c(t—to)
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by (3.3). Therefore, ZW™* > 0 when o is sufficiently large.

Case 2. If 2 ¢ G, (t + ge(1 — e=5(!=%))), there are u < k or u > 1 — k. Then with
0 < u < 1 and (3.7), one sees that u + dee =(¢=%) € [0,2x] U [1 — &, 1 + ], which
yields that

f(u+ dee™=tt0)y < g,

Since uy > 0, 0 > 0 and € > 0, we know
IWH = ee =) [geu, — e — f(u+ Pee =110
> ee =) g — /(4 + Yee = 10))]
> 0.

In summary, when o is sufficiently large, LW+ > 0 for t € [to,t], = € Q.
Similarly, we can prove ZW~ < 0. Hence, we have

Wt(t,z) <v(t,z) <KW (t,x) for (t,z) € [to,t] x Q,

where tg € (—00,t.). Substituting (3.5) into the above equation and letting ¢ty —
—o0, then

u(t —oe,x) <v(t,r) <u(t+oe,x) for (t,x) € (—oo,t.] x Q.

Applying the comparison principle, the above inequalities hold in (t,2) € R x Q.
Letting € — 0, we have v(t, ) = u(t, x), which proves the uniqueness of the entire
solution of (1.1).

3.2. Stability of the entire solution

This subsection is devoted to proving the stability of the entire solution. We are
concerned with the Lyapunov stability of the entire solution u(¢,x) satisfying (1.6)
of (1.1). Considering the Cauchy problem of (1.1)

u=Au—a-Vu+ f(u), (t,z)€ (0,+00) x €,

v-Vu=0, (t,x) € (0,400) x 09, (3.8)

(0, x; ug) = up(x), x € .

Set u(t, x; ug) be the classical solution of (3.8), u(t, z) be the entire solution of (1.1).
Therefore, we have the following definition

Definition 3.1. (The Definition of Lyapunov Stability) The entire solution u(t, x)
is Lyapunov stability, if for any d, > 0, there exists a constant €, > 0, such that
[u(t, 2;3u0) = w(t, ©)|| oo (0,400 x5 < O
when [[uo(z) — w(0,2)|| o () < €
Then we assume that there are two functions
UT(t,z) = u(t + o1e.(1 — e ), z) + e,e 1, (3.9)
U™ (t,x) = u(t — o1e.(1 — e 1Y), 2) — g6, )

where the constant €; > 0, and the constant ¢; > 0 will be provided later.
According to the method of proving the super-solution and sub-solution W=+,
when o is sufficiently large, we can obtain the following lemma
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Lemma 3.2. For any e, € (0,x] with 0 < k < % given in (3.3), UT(t,x) and
U~ (t,z) are respectively a super-solution and a sub-solution of (1.1) for (t,z) €
[0, +00) x Q.

Now, we prove the Lyapunov stability of u(t,x). According to Definition 3.1,
we set that for any J, > 0, there exists a constant ¢, > 0, such that

HU’O(]") - u(ovx)HLOO(Q) < €.

Then we need to verify [|u(t,z;uo) — u(t, @) Lo (0, 100y x@) < O
By the Lemma 3.2, UT are the super-solution and sub-solution of (1.1) which
imply
U (0,z) = u(0,2) — e, < up(x) <u(0,7) + e, =UT(0,2)

for x € {2 and
v-VU =v-Vu=v-VUT =0 for z € 00.
Owing to the comparison principle, we have
U™ (t,x) <wu(t,z;ug) <UT(t,z) for (t,x) € [0,4+00) x Q. (3.10)

With the definitions of Ut (t,2) and U~ (t,z), for all z € Q and t > 0, the (3.10)
yields
u(t, z;up) < UT(t, x)

7) < u(t+ ol —e 1Y), x) + e,
u(t, z;ug) > U™ (t,x)

7€1t)

<
N (3.11)

u(t —oe.(l1—e ,X) — Ex-

Since 0 < 1 —e 1 < 1 for t > 0 and uy(t,z) > 0 for any = € Q and t € R, using
the Lagrange middle-value theorem implies

u(t —o1e. (1 —e ), 2) — e, > u(t — 0164,7) — €4

e1t

=u(t, ) — ore.us(t — o166 1) — €,

> u(t,x) — o1 sup  ug(t, ) — ey
(t,z)ERXQ

for (t,z) € (0,4+00) x Q. Therefore, from (3.11), we know

u(t,x;up) > u(t,x) — o164« sup  w(t, z) — . (3.12)
(t,z)ERXQ

Similarly, we can obtain the following inequality

u(t +o1e.(1 — e ) 2) + e, <ult + o164, 7) + &
=u(t,z) + ore.ui(t + o16.(1 — e 1) 1) + £,
<wu(t,z)+ o1 sup  ug(t, ) + e
(t,z)ERXQ

for (t,z) € (0,400) x Q. Then from (3.11) again, we can get that

u(t,z;up) <u(t,z) + o016 sup  u(t, x) +ex. (3.13)
(t,z)ERXQ
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Combining (3.12) and (3.13), for any d, > 0 and (¢,z) € (0,4+00) x €, it is
obvious that [u(t, z;up) — u(t,z)| < (14 018up(, ey ue(t ¥))es < 0y with e, <

. 5.
min {"@ 1401 SUP (4 4y erxT Ut (t,x) }

To sum up, for any J, > 0, there exists a constant £, > 0, such that

Hu(t7x; UO) - u(t’x)HLOO((O,—i-oo)xﬁ) < 0.

when [[uo(z) — w(0,2)|| (o) < €
Combining the Subsection 3.1 and 3.2, the proof of Theorem 1.4 is complete.
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