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EXACT SOLUTIONS OF A GENERALIZED
TIME-FRACTIONAL KDV EQUATION UNDER
RIEMANN-LIOUVILLE AND CAPUTO
FRACTIONAL DIFFERENTIAL OPERATORS*
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Abstract It is well known that searching exact solutions of nonlinear frac-
tional partial differential equations (PDEs) is a very difficult work. In this
paper, based on a modified separation method of variables and the dynamic
system method, a combinational method is proposed in order to develop new
methods for solving nonlinear time-fractional PDEs. Compared with the tra-
ditional separation method of variables, the modified separation method of
variables has some advantages in reducing nonlinear time-fractional PDEs.
As an example for the application of this combinational method, a generalized
nonlinear time-fractional KdV equation is studied under the Riemann-Liouville
and Caputo fractional differential operators, respectively. In different paramet-
ric regions, different kinds of phase portraits of the dynamic systems derived
from the generalized time-fractional KdV equation are presented. Existence
and dynamic properties of solutions of the generalized time-fractional KdV
equation are investigated. In some special parametric conditions, many exact
solutions are obtained, some of them are parametric form. Such solutions of
parametric form are usually unable to be obtained by other methods, which
also shows an advantage of dynamic system method.

Keywords Separation method of semi-fixed variables, dynamic system
method, nonlinear time-fractional PDEs, generalized time-fractional KdV
equation.
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1. Introduction

It is well known that the basic concept of fractional derivative was born in the
Leibniz era. At first, the study of fractional calculus was only limited to pure math-
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ematical theory because it lacked the application background for a long time. For
a long period of history, there had no idea what mathematical models could be
modeled by fractional differential calculus. This situation did not change until the
middle of the last century. Since 1960s, more and more researchers have found that
the fractional-order differential models can be more accurately described complex
problems in various fields such as mathematical mechanics, control theory, signal
processing, aerodynamics, chemistry, biology and so forth. However, compared with
the number of integer-order differential equations, the number of existing fractional
differential models is very small. In order to make up for this deficiency, many re-
searchers directly changed some classical integer-order PDEs into fractional PDEs to
study, so as to develop new solution methods for more complex nonlinear fractional
PDEs. From a mathematical point of view, this is meaningful and very necessary
to do so in the current shortage of mathematical models.

In terms of solving fractional differential equations, the current works mainly fo-
cuses on the investigations of exact solutions, approximate solutions and numerical
solutions. On the methods for searching exact solutions and approximate ana-
lytic solutions of fractional PDEs, many effective methods were proposed in recent
decades. These methods include Adomian decomposition method [1,9], homotopy
analysis method [2, 3, 22], invariant analysis method [4, 40], fractional variational
iteration method [17,30,31,47], invariant subspace method [13,41,43], method of
fractional complex transformation [10,26,27] and the method of separating vari-
ables [7,18,29], etc. Of cause, some methods for investigate numerical solutions of
fractional differential equations also deserve attention [5,12,48].

Although exact solutions of some fractional differential equations can be ob-
tained by above methods, these methods are not general and have their own limi-
tations in their application. And we found that the method of fractional complex
transformation appeared in Refs. [10,26,27] is based on the fractional chain rule
given by Jumarie in Refs. [19-21]. Unfortunately, Jumarie’s fractional chain rule has
been verified that it is not valid in Refs. [14,35,44]. This shows that existing meth-
ods are not sufficient to meet people’s demand on solving complex fractional PDEs.
This means peoples need to develop more new methods to solve those very complex
nonlinear fractional PDEs. For this purpose, based on the separation method of
semi-fixed variables and combined with other methods, we introduced several new
combinational methods [36,37,46] for solving nonlinear time-fractional PDEs, re-
cently. Expressly, we noted that the dynamic system method [15,23-25] based on
the method of bifurcation theory [8] is very effective in searching travelling wave
solutions of nonlinear integer-order PDEs and nonlinear fractional PDEs defined
by the conformable fractional derivative [28]. However, the pure dynamical system
method can not directly be used to solve nonlinear time-fractional PDEs defined by
Riemann-Liouville fractional derivative or Caputo fractional derivative due to the
fractional chain rule does not hold under these two definitions of fractional deriva-
tive, so the application of the dynamical system method needs to combine with
separation method of variables. It is precisely for this reason, by using a combina-
tional method based on the modified separation method of variables and dynamical
system method, we successfully investigated exact solutions and dynamic properties
of the time-fractional biology model of (2 4+ 1) dimensions in [38]. Obviously, the
several methods in [36-38,46] mentioned above unlike the traditional separation
method of variables. Specifically speaking, the function T'(t) of the part of time ¢
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in the traditional separation method of variables
u(z,t) = v(z)T(t)

is fixed into some specific special functions such as Mittag-Leffler functions or power
function. So, we call this modified separation method of variables as separation
method of semi-fixed variables. Although these combinational methods are success-
fully used to solve some nonlinear time-fractional PDEs in the above references,
but most of these nonlinear time-fractional PDEs belong to second order PDEs, so
we will naturally ask whether these methods can be solved those nonlinear time-
fractional PDEs with higher-order terms? In the next, we answer this question by
solving a nonlinear time-fractional PDEs with higher-order terms (such as gz )-
In this paper, by using the separation method semi-fixed variables together
with the dynamic system method, we will investigate exact solutions, existence and
dynamic properties of solutions to the following generalized time-fractional KdV
equation
0%u O0%Uypy
T

1

where the sign g‘% defines fractional differential operator of Riemann-Liouville type
or Caputo type and 0 < a < 1, w = u(z,t), t > 0, x € R, the parameters p, 3,
are nonzero constants. In particular, when o — 1, the equation (1.1) becomes a
generalized KdV equation

1
Ug + Uy + PUzzt + BUzzr + KUU, + gfip(uumm + 2Ugptyy) = 0, (1.2)

which was first derived by Fokas [11]. Compared with the classical KdV equation,
the generalized KdV equation (1.2) has very strong nonlinear structure. So, equa-
tion (1.2) exhibits a much richer phenomenology than the classical KdV equation.
In [39], some new soliton-like solutions and periodic wave solutions with loop of Eq.
(1.2) were studied.

Although the generalized time-fractional KdV equation (1.1) is not a practical
physical model, only converted from an integer-order soliton equation (1.2), it is
very meaningful for the purpose of developing a solution method for nonlinear frac-
tional PDEs. Moreover, when an integer-order soliton equation is converted into
a nonlinear time-fractional PDE, how the types and dynamic properties of the so-
lutions will change is also a very interesting question, which deserves our in-depth
exploration and research.

It is well known that when an integer-order nonlinear PDE is changed into a
fractional nonlinear PDE, it becomes very difficult to solve, because many classical
methods in the field of integer-order differential equations will completely lose their
efficacy in the field of fractional differential equations. In other words, the classical
methods in the integer-order field cannot be directly applied to the fractional field,
because there is no succinct chain rule and Leibniz rule as in the integer-order
calculus. Therefore, how to obtain the exact solutions of the generalized time-
fractional KAV equation (1.1) is a very interesting and expectant question. We will
introduce a new combinational method and use it to solve this difficult problem in
this paper.

The organization of this paper is as follows: In Sec. 2, we will summary tradi-
tional and modified separation methods of variables for fractional PDEs. In Sec.
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3, we will investigate exact solutions and dynamic properties of the generalized
time-fractional KdV equation under the definition of Caputo fractional derivative.
In Sec. 4, we will investigate its exact solutions and dynamic properties under the
definition of Riemann-Liouville fractional derivative.

2. Summary of traditional and modified separation
methods of variables for fractional PDEs

2.1. Traditional separation method of variables for fractional
PDEs

We all known that a linear fractional PDE is always able to separate it into two
independent differential equations via traditional separation method of variables.
For example, a linear fractional PDE formed as

0%u 07y 0%2u 07

e = dot + irwe +as Dwoe +eee g o (2.1)

is always able to separate it into two independent differential equations via the
following traditional separation method of variables

u(x,t) = v(x)T(t), (2.2)
where gt—z and ;’ngl are Riemann-Liouville or Caputo differential operator and 0 <
a <1, 0y, o9, -+, o, are arbitrary positive constants. Indeed, substituting (2.2)

into (2.1), it yields

aeT T n d7v n d%2v n n d°v (2.3)
v = agv +a1—— +a et Gy —— .
dte 08T e T2 g " dzon )
where ;% and d‘f,fi are Riemann-Liouville or Caputo differential operator. Sepa-

rating variables, Eq. (2.3) can be rewritten as

aeT d71vy d72v d’nv
dt> _ apv + a1 dzo1 + ag dz°2 +-- -+ (079 dzon _ A (2 4)
T v ’ ’

Obviously, Eq. (2.4) can be separated into two independent differential equations
as follows:

deT
Jo AT =0,
\ d°ty d°2v d°nv (2'5)
(a0 — )U+a1%+a2@+-“+anﬁ
If ;it—i = BLD¢ is Riemann-Liouville differential operator, then the fractional
differential equation Cg;aT — AT =0 in (2.5) has general solution formed as

T=01t""Eqpa (M), (2.6)

where E, o (M%) is a special case of the two-parameter Mittag-LefHler function, its
definition can be seen Appendiz at the end of article, the parameter § is an arbitrary
constant.
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If ddt% = §D¢ is Caputo differential operator, then the fractional differential
equation ‘f;z — AT =0 in (2.5) has general solution formed as
T =6 E, (M\Y). (2.7)

Obviously, solving the first equation of (2.5) is much simpler. But, the second
equation of (2.5) is complex linear fractional ODE, it is hard to obtain its exact
solutions except some special cases. Especially, when o1 =1, 02 =2, -+, 0, =n
and n € N7, the second equation of (2.5) is a n-oder linear ODE and very easy to
solve it.

However, for the nonlinear fractional PDEs, the separation method of variables
has no efficiency for them at all. Even for a relatively simple nonlinear time-
fractional PDE, the traditional separation method of variables is not necessarily
able to separate it into two independent differential systems. For example, a non-
linear time-fractional PDE formed as

0%u

ou\’ 0%u
S =M + pu? + K ([“)x) + puD S (2.8)

cannot be separated into two independent differential systems by use of (2.2). Sub-
stituting (2.2) into (2.8), it yields

0‘ d?v
dx?’

(2.9)

T dv\®
v =T + BT%0* + kT? [ — ) + pT?v
dte dx

It is easy to find that the equation (2.9) cannot be separated into two independent
differential equations as in (2.3).
Specially, when n = 0, Eq. (2.8) can be reduced to

0%u 9 ou\? 0%u
- i - . 2.1
g~ U TR (890) A (2.10)
Substituting (2.2) into (2.10), we obtain
deT dv\®  d*
=717 |pv? — — . 2.11
Ve pu +“<dx) +””dx21 (2.11)
Separating variables, Eq. (2.11) can be rewritten as
doT dv )2 d%v
r () e mfy oy

T2 v
Obviously, Eq. (2.12) can be separated into two independent differential systems
as follows:

T
Cflta —\T? =0,
—\v+ Bv® + Kk dv 2+ v@—o (249)
dx PUagz =7
If 5% = BLD¢ is Riemann-Liouville differential operator, then the nonlinear frac-
tional differential equation "ZZ — AT? = 0 in (2.13) has general solution formed
as
-
o5 LU= 4 (2.14)

(1 —2a) ’
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where § is arbitrary constant and « # % The second equation of (2.13) is a nonlinear
ODE, its solutions can be obtained by dynamic system method or other methods.

2.2. Modified separation method of variables for nonlinear
time-fractional PDEs

Inspired by the above discussions, by using the formulas of fractional derivatives of
Mittag-Leffler functions and power function given in Appendiz at the end of article,
we modify the expression (2.2) of the traditional separation method of variables as
follows:

(i) If % = BLD¢ is Riemann-Liouville differential operator and 0 < o < 1,
then the function T'(¢) in (2.2) can be fixed to t*71E, , (\t*) or 7, that is
u(z,t) = v(z) [t ' Eg 0 (\?)] (2.15)
or
u(z,t) =v(z) t”, v>-L (2.16)
(i) If 25 = §Dy is Caputo differential operatorand 0 < a < 1, then the

function T'(¢) in (2.2) can be fixed to E, (At%), that is
u(z,t) = v(z)Ey (M%) (2.17)

We call above modified separation methods as separation methods of semi-fixed
variables.

In order to test effect of the above separation methods of semi-fixed variables,
we will make some discussions on the applications of (2.15), (2.16) and (2.17) in the
next.

As example, when gt—cz, = RLD¢ is Riemann-Liouville differential operator,
substituting (2.15) into the nonlinear time-fractional PDE (2.8), it yields

dv > d*v

2 J— [

pu +K<dz) +pvd:1:2

In Eq. (2.18), respectively letting the coefficients of the Mittag-Leffler functions
t* By o (A*) and [t*7 Eq o ()\to‘)]2 as zero, it yields

A= n[t* By oa(MY)] = [t Eoa(A)]2. (2.18)

()\ - n)“ = 07

dv 2 d21} (219)

2 _

,B’U +Ii<dm> +p’l)@—0
Taking A =7, Eq. (2.19) can be reduced to

dv > d*v

2 — — =0. 2.2

Bv Jrﬁ(dx) +pvdx2 0 (2.20)

Similarly, when % = §Dg is Caputo differential operator, substituting (2.17)

into the nonlinear time-fractional PDE (2.8), it yields

(A —n)wE, (M) = |fv? + & (dv) + pvd—“ [Eq (M) (2.21)

dxz dx?
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Similarly, respectively making the coefficients of the Mittag-Leffler functions
E. (At*) and [E, (At*)]? as zero in above equation, Eq. (2.21) also can be reduced
to the ODE (2.20).

From above discussions, it is found that the nonlinear time-fractional PDE (2.8)
cannot be solved by (2.2), but it can be easily solved by (2.15) and (2.17). This
shows that the separation method of semi-fixed variables have some advantages in
reducing nonlinear time-fractional PDEs.

When 2% = BL D¢ is Riemann-Liouville differential operator, substitute (2.16)

ot=
to the nonlinear time-fractional PDE (2.13), it yields

(1+7)
Fl+v—a)

Y-

2 2
Bv? + kK (?) + vaz] 2. (2.22)
x x

In (2.22), letting numbers of power of the functions tY~% and 27 equal, it yields

vy —a=2y.
Thus, we obtain
I'(1+47) 'l —a) 1
=— -1, Q= = —. 2.2
y=ma> ol = r S S T 20y 7 3 (2:23)

Substituting the condition (2.23) into (2.22) and then dividing both sides of the
equation by =29 it yields

9 dv\? d*v
—Qov + fv° + K T + P s = 0. (2.24)

Further, using dynamic system method, exact solutions of the nonlinear ODE (2.24)
always can be obtained. Obviously, this method is also very convenient.

To test the efficiency of the modified separation method of variables introduced
above, we next discuss exact solutions and dynamic properties of Eq. (1.1).

3. Exact solutions and dynamic properties of Eq.
(1.1) under Caputo fractional differential opera-
tor

If g% = §'D¢ is Caputo differential operator, then Eq. (1.1) can be rewritten as

1
ng‘u +ug +p gD?um + Buggpr + Kuuy + gfﬁp(uumw + 2uzug,) =0, (3.1)

where 0 < o < 1, u = u(z,t), t > 0, x € R, the parameters p, §, k are nonzero
constants. We suppose that Eq. (3.1) has solution formed as follows:

u=20+v(x)Ey (MY), (3.2)

where v = v(z) and §, A are nonzero constants which can be determined in a later
discussions.
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Substituting (3.2) into (3.1), the equation can be reduced to
1
{)\v + (1 4+ KO) vy + Apvgse + (ﬁ + 3/{p5) vmw} Eq (M%)

1 2
+ [mwx + gfipvvmm + 3/$pvxvm} [Eo ()\to‘)]2 =0. (3.3)
In Eq. (3.3), letting the coefficients of the Mittag-Leffler functions F, (At*) and
[Eq (M*)]? equal zero, it yields

1
v+ (]. —+ /43(5)'01 + )\PUIm + (ﬁ + 3l€p5) Vpzx = 07
2

VUg + — PUpVzq + - PVVzze = 0.

3 3

(3.4)

The first equation of (3.4) is linear ODE, but the second equation of (3.4) is non-
linear ODE. From the theory of ordinary differential equations, we know that the
solution to the first equation in (3.4) is not necessarily the solution of the second
equation in (3.4), but the solution of the second equation may be the solution of
the first equation. Therefore, we plan to solve the second nonlinear ODE in (3.4)
firstly, and then test the obtained results into the first linear ODE in (3.4).
Integrating the second nonlinear ODE in (3.4), we obtain
L s

1 1
5V T 3PV + EPU; = g1, (3-5)

where g; is an integral constant and v, = %. Eq. (3.5) can be rewritten as
302 + 20004, + po2 = g, (3.6)

where g is an arbitrary constant and g = 6g;. Letting g—; =y, Eq. (3.6) can be
reduced to

dv

-~ =Y

dx

@ B g— 31}2 _ py2 (37)
dr 2pv '

Obviously, the % cannot be defined when v = 0, so the system (3.7) is not equivalent
to the equation (3.6) at v = 0. However, v = 0 is a trivial solution of equation (3.6).
In order to obtain a completely equivalent system to the equation (3.6) no mater
how the function v vary, we make a scalar transformation as follows:

dx = 2pvdr, (3.8)

where 7 is a parameter. Under the transformation (3.8), the singular system (3.7)
is reduced to a regular system as follows:

dv

7 = 2Py,

d; (3.9)
= =g 30— py?.

dr
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Obviously, both systems (3.7) and (3.9) have a same first integral as follows:

2_h—l—gv—v3
="

3.10
T (3.10)

where h is an integral constant. We rewrite Eq. (3.10) as
H(v,y) = —gv+v° + puy® = h. (3.11)

When g > 0 and p > 0, the system (3.9) has four equilibrium points A; 2 (j:\/g, O)
and Bj o (O, :I:\/%) . When g > 0 and p < 0, the system (3.9) has two equilibrium
points Aj o (i g, 0) . When g < 0 and p < 0, the system (3.9) has two equilibrium
points Bj o (O, :I:\/%). When g = 0 and p # 0, the system (3.9) has only one

equilibrium point O(0,0). When g < 0 and p > 0, the system (3.9) has not any
equilibrium point.
Respectively substituting these equilibrium points into (3.11), we get

ho = H(0,0) =0,

g 29 g
=H(+£/2,0) =52,/ .
hi2 ( 37()) F 3 \/; (3.12)
_ g\ _
hsy=H <0, i\[) =0.
p

Writing P(v,y) = 2pvy, Q(v,y) = g — 3v* — py?, we get the Jacobian matrix
and Jacobian determinant of system (3.9) as follows:

P, P, 2 2pv

M(v,y) = =T (3.13)
Qv Qy —6v _2py

J(v,y) = detM(v,y) = 12pv2 - 4p2y2, TraceM (v,y) = 0. (3.14)

Respectively substituting above equilibrium points into (3.14), we get

Jo = J(0,0)=0 and TraceM(0,0) =0, (3.15)

J1,2 =J <:l: %a 0) = 4/)97 J3,4 =J (07 i\/i) = _4pg (316)

According to the classification method of equilibrium points in the bifurcation
theory [8,15,23-25] and using the equations (3.15) and (3.16), we can classify the
equilibrium points of the system (3.9). Obviously, the origin point O(0,0) is a
higher-order equilibrium point due to its equilibrium-point index is grater than 0.
When g = 0 and p < 0, the origin point O(0,0) is a saddle-cusp point, this complex
equilibrium point can be regarded as a combination of degenerative saddle point and
cusp point. When g = 0 and p > 0, the origin point O(0,0) is a center-cusp point,
this complex equilibrium point can be regarded as a combination of degenerative
center point and cusp point.

When g > 0 and p > 0, the equilibrium points A; 2 (:I: g, 0) are two center

points and the equilibrium points B » (0, i\/%) are two saddle points. When
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g > 0 and p < 0, the equilibrium points A; o (:t %, 0) are two saddle points.
When g < 0 and p < 0, the equilibrium points B » (0, i\/%) are two saddle
points.

According to the above information, under different parametric conditions, we
draw the phase portraits of system (3.9), which are shown in the Figure 1 of the
below. In the below graphs, the orbits defined by h = 0 are marked in black, the
orbits defined by h > 0 are marked by red, the orbits defined by h < 0 are marked
by blue, the singular line v = 0 is marked by green.

From the theory of the dynamic system, we know that the various orbits in
the phase portraits of the system (3.9) correspond to the various solutions of the
nonlinear ODE (3.6). Therefore, in different parametric conditions we can obtain
different kinds of exact solutions of the nonlinear ODE (3.6) by the orbits of the
phase portraits in the Figure 1. Further, we can obtain different kinds of exact
solutions of the equation (3.4). Next, we will investigate exact solutions of (3.4).

Case 1. When g =0, p < 0 and h = hg = 0, there are two straight-line orbits
passing through the origin O(0,0) which are marked by black in Figure 1(a). Sub-
stituting these parametric conditions into (3.10), we obtain expression of the two
line orbits as follows:

(3.17)

Plugging (3.17) into the first equation g—; =y of (3.7) and then integrating it, we

get

v=Ciev s, (3.18)
v=Coe V7, (3.19)

where C7, C5 are arbitrary constants. Respectively, substituting (3.18) and (3.19)
into the first equation of (3.4), it yields

{1—1—55 _ Kpd + 38

V=p 3pv/—p

1+ k0 Kkpd+ 35} =

— — Cye” V=7 = 0. 3.21

[V—ﬂ 3pv/—p (3.21)

Solving Egs. (3.20) and (3.21), we can always obtain

_3(B-p)
5= TR (3.22)

} Crev—r =0, (3.20)

Respectively plugging (3.18), (3.19) and the parametric condition (3.22) into
(3.2), we obtain two exact solutions of the generalized time-fractional KdV equation
defined by Caputo differential operator as follows:

ugut)zz3%;;f”-+caevﬁp£@(xﬂw, (3.23)
u(z,t) = m + Che” V7 By (AY). (3.24)

The above two solutions are general solutions under free conditions. Once, the
boundary conditions and initial value conditions are given, we can determine the
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()g>0,p>0

() g<0, p<0 (f) g <0, p>0

Figure 1. Bifurcation graphs of phase portraits of system (3.9).
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special solution of equation (3.1). For example, in the boundary condition u(0,t) =

3(57_;’) + E, (—2t*) and the initial value condition u(z,0) = B(fT_pp) + eV or

u(x,0) = 3(267_;)) +e V7, by using (3.23) and (3.24) we obtain two special solutions

of equation (3.1) as follows:

u(z,t) = 3(2/;0”) + eV By (—2t%), (3.25)
w(z,t) = 3(gﬁpp) e VB, (—2t%). (3.26)

Case 2. When g >0, p > 0 and h = hg 4 = 0, there are two closed orbits shaped
as half-moon passing through the saddle points B 2 (0, i\/%) which are marked

by black in Figure 1(c). Substituting these parametric conditions into (3.10), we
obtain expression of the two line orbits as follows:

ivg\;p”Q. (3.27)

Plugging (3.27) into the first equation g—; = y of (3.7) and then integrating it, we

get

y:

v = /gsin <;ﬁ + 03> , (3.28)

v = —\/gsin (% + O4> : (3.29)

where C5, Cy are arbitrary constants. Respectively, substituting (3.28) and (3.29)
into the first equation of (3.4), it yields

[ n(re)e o

_[14—%3(5_%,054—35 x
V= 3pv/—p VP

Solving Egs. (3.30) and (3.31), we also obtain
3(8—p)

2kp

} \/gcos( +C4) =0. (3.31)

which is as same as the condition (3.22). This is not a coincidence because the two
differential equations in (3.4) have same solutions in the parametric condition (3.22).
Therefore, in the below discussions, the parametric condition (3.22) need not to be
repeatedly verified, we can apply it directly. Respectively plugging (3.28), (3.29)
and the parametric condition (3.22) into (3.2), we obtain two exact solutions of the
generalized time-fractional KdV equation defined by Caputo differential operator
as follows:

3(8—p)

p

u(e,t) = S5+ gsin (\jﬁ + 03> Ea (\9), (3.32)
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3B-r)
2kp

u(x,t) = —y/gsin (\jﬁ + C’4> E, (AtY). (3.33)
These two solutions are general solutions under free conditions. Once, the boundary
conditions and initial value conditions are determined as in Case 1, the special
solution of equation (3.1) can be always determined, here we omit the parts of
discussions. In the below process we will not discuss the problem on special solution
of equation (3.1) and only discuss general solutions under free conditions.

Case 3. When g > 0, p < 0 and h = 0, there are two hyperbola orbits which
are marked by black in Figure 1(d). Substituting these parametric conditions into
(3.10), we obtain expression of the two line orbits as follows:

y=+Y" "9 (3.34)

Plugging (3.34) into the first equation 4 = y of (3.7) and then integrating it, we

get

v = /g cosh (\/% + C5> , (3.35)

x
v = —,/g cosh < + C6> (3.36)
V9 = ;
where C5, Cg are arbitrary constants. As in the Case 1 and Case 2, we obtain two
general exact solutions of the generalized time-fractional KdV equation defined by
Caputo differential operator as follows:

u(z,t) = ?)(gli_pp) + /g cosh <\/% + C5> E, (AtY), (3.37)
u(z,t) = ?)(gﬁpp) — /g cosh <\/$—7 + 06> Eao (M9). (3.38)

Case 4. When g >0, p<0Oand h=hy2 = :F%g \/g, there are four orbits passing

though the two saddle points A; 2 (0, i\/%) which are marked by blue and red in

Figure 1(d). Substituting above conditions into (3.10), we obtain two expressions
of the four orbits as follows:

_ /T 9./
SR Vi Y i V3 (v>0) (3.39)

and

3. (v<0). (3.40)

Respectively plugging (3.39) and (3.40) into the first equation % =y of (3.7) to

integrate, we get
1 v 1
dv = :I:/ida; 3.41
/v—\/g\/v+2\/§ V=p (3.41)
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and

/ 1 v do —
v—&—\/g v—2\/g
) and (3.42)

s [ \%ﬂm

(3.42)

Completing above integrals in (3.41) and (3.42), we obtain four solutions of implicit

function form of Eq. (3.6) as follows:

v - +1 \/g 3v -1
v424/ 5 v g ~
In |ty v +§\/: = j:\/a; + Chrs, (3.43)
[ - 1 Z
T4 \/T 1
v=24/4% 3 v— g ~
In Ui\/:l + g In 22/; = :I:\/a; + 6'9’1()7 (344)
o T 7 - U—Q\/g +1 P

where C7 39,10 are arbitrary constants.

Note. Letting _ / +2”\/? = ¢, the first integral in (3.41) can be reduced to
v 3

/v—l\/gmdv_/<¢—lkl¢il+\/§;_l\/:j);Jrl)dd)-
( (3.44)

By using the solutions (3.43), (3.44) and (3.2), (3.22), we obtain eight exact solution

of parametric form of Eq. (3.1) as follow:

3(8—p) g
=2 L wE, (M), 0 2,
u 2 + vEq (AtY) <v<y/3
1+ o 1 0 (3.45)
v+2,/2 3 v
=5 |n S N XA | VN
B v+24/4% 1+ v+2
3(8—p) g
= Ea At 5 9 >
u o7 +vE, (AtY) 0<ov< 3
1+ v 1 v (3.46)
+24/% v g
T = — /,p In # +§1n # +C87
1— v 3 1 4 3v
v2/§ v2y/§

where v is a parameter and 0 < v < \/g, the C7 s are arbitrary constants. The

(3.45) and (3.46) are two bounded solutions

3(8—p) g
=2 L wE, (A9, 2,
2 +vE, (AtY) v > 3
1+ /—2 —dv_ 1 (3.47)
+2¢/% g
z=+/—p |In 1771);/; +§ln % + Cr,
v+2,/% r2E T
3(8—p) g
= — E @ —
u 2mp +vE, (AtY), v > 5 )
1+ . v 1 (3.48)
v+2./2 3 v g
r=-v=p|n 1_7@\/; +§ln +§v3 1 +Cs,
v+2y/§ v+24/% +



3590 X. Wu, W. Fan, X. Hong, W. Lu & W. Rui

where v is a parameter and v > \/g, the C7 g are arbitrary constants. The (3.47)
and (3.48) are two unbounded solutions

uzg(gl‘;pp)—l—an()\to‘), (—\/§<v<0),

1 v _ 3v 3.49
Vima\ v (Ve (349)
T =+—p In T —|—?ln 73,0 +Cg,
1 - v—2./2 1 + 2 g
3 v— 3

u= 3(§I;)p) +vE, (M%), (—\/g <v< O) ,

1+ 0 1— [—3v_ (3.50)
v—24/% 3 v— E
e [ (A L, (Ve L,

— 1
=23 M=

where v is a parameter and f\/g < v <0, the Cy 19 are arbitrary constants. The
(3.49) and (3.50) are two bounded solutions

3(8—p) g
= — E @ — =
u 2 +vE, (M%), v < 5 )
1 + v 3v -1 (351)
v—2,/2 3 y— 9
T=+/—p In = S —|—%ln ij s +Cg,
v SN e o 1
3(8—p) g
- E. (A* —. /2
u o7 +vEq, (AtY), v < 5 )
4 = (3.52)
v—24/% 3 v— g
e [ (S B (VEE ) L,
23 Vieyg T

where v is a parameter and v < —\/? the Cy 19 are arbitrary constants. The (3.51)
and (3.52) are two unbounded solutions.

Case 5. When g < 0, p < 0 and h = 0, there are two parabolic orbits which
are marked by black in Figure 1(e). Substituting these parametric conditions into
(3.10), we obtain expression of the two line orbits as follows:

vi+ (V—9)?
T (3.53)

Plugging (3.53) into the first equation g—; =y of (3.7) and then integrating it, we

get

y==+

v = \/—gsinh (\/‘;p + 011> , (3.54)

v = —/—gsinh (\/“;p + 012) : (3.55)
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where C71, C1o are arbitrary constants. As in the Cases 1 and Case 2, we obtain
two general exact solutions of the generalized time-fractional KAV equation defined
by Caputo differential operator as follows:

u(z,t) = W +/—gsinh (\/f;p + 011> B, (M%), (3.56)

3(6 7 P) : T (el
u(z,t) = 2mp v/—gsinh (\/Tp + C’12> E, (M%). (3.57)
In the other parametric conditions for A # 0, we have no way to obtain the exact
solution of Eq. (3.1) by integral because the expressions of those orbits are too com-
plex. But in practice applications, we can find the numerical solutions of Eq. (3.1)
in those complex parametric conditions, and the types of the numerical solutions
can be determined by the orbit types in the phase portraits.

In order to intuitively show the dynamic property of above solutions, as exam-
ples, under the integral constants C; = 0, (i = 3,5,8,11), the 3D-graphs of the
solutions (3.32), (3.37), (3.46) and (3.56) are illustrated, which are shown in Figure
2(a), (b), (c) and (d) respectively.

4. Exact solutions of Eq. (1.1) under Riemann-
Liouville fractional differential operator

If % = BLD¢ is Riemann-Liouville differential operator, then Eq. (1.1) can be

rewritten as

1
BLDu + uy 4 p BED® Uy + Biges + Kutt, + gfﬁp(uuux + 2ugug,) = 0, (4.1)
where 0 < a < 1, w = u(x,t), t > 0, © € R, the parameters p, 3, k are nonzero
constants. We suppose that Eq. (3.1) has solution formed as follows:

w = v(@) [t Eg o (M), (4.2)

where v = v(z) is function to be determined and X is nonzero constant. Substituting
(4.2) into (4.1), the equation can be reduced to

[A 4+ vz + ApUse + BVzaz) t"‘*lana (™)

1 2
+ |Kvug + 3 1PVVaza + 34PVaVza [t“‘lEa,a ()\t“)]2 =0. (4.3)

Letting the coefficients of Mittag-Leffler functions t* ™1 E, o (At%), [t*7 ' Eq o (At*)] 2
equal to zero, it yields

AU+ vy + /\pvxx + Brgze = 0, (44)

2 1
VU + gpvxvm + gpvvxm = 0.

Compared with the systems (4.4) and (3.4), it is easily find that the second equation
in (4.4) is as same as the second equation in (3.4), just that their first equations are
different.
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(a) Solution (3.32): g=3,p=2,k =4 (b) Solution (3.37): g=3,p= -2,k =4

(c) Solution (3.46): g =3,p= -2,k =—4 (d) Solution (3.56): g=—-3,p=-2,k=—4

Figure 2. The 3D-graphs of the profiles of four solutions: 8 =5, A = —2,a« = 0.5.

Integrating the second nonlinear ODE in (4.4), we obtain

1 1 1
5112 + gpvvm + gpvfc =91, (4.5)

where g; is an integral constant. Eq. (4.5) can be rewritten as
30% + 2pVU5, + pU2 = g, (4.6)

where g is an arbitrary constant. Obviously, Eq. (4.6) is identical to Eq. (3.6),
so their solutions are also same. Thus, we can directly obtain exact solutions of
Eq. (4.1) by using the solutions of Eq. (3.6). The concrete approach is that we
substitute solutions of Eq. (3.6) into the first equation of (4.4) one by one so that we
can find corresponding parametric condition as in Sec. 3. And then, substituting
the obtained parametric condition and the corresponding solutions into (4.2), so
that we can directly obtain the solutions of Eq. (4.1) without having to solve the
Eq. (4.4) again.
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(i) When g =0, p < 0 and h = 0, Eq. (4.6) has the following two exact solutions
as same to those of Eq. (3.6)

v=Crevs, (4.7
v =Che V5. (4.8)

Respectively, substituting (4.7) and (4.8) into the first equation Av + vy, + Apvy, +
BUzzz = 0 in (4.4), it yields

—|————=| Che v=r =0. 4.10
(\/ = /) ? (4.10)
Solving Egs. (4.9) and (4.10), we can always obtain

8 =p. (4.11)

Thus, when 8 = p < 0, Eq. (4.1) has two exact solutions as follows:

Sl

w(z,t) = Cre V7 [t Eq o (AY)], (4.12)
w(z,t) = Coe” V7 [t  Eq o (AY)]. (4.13)

(ii) When g > 0, p > 0 and h = 0, Eq. (4.6) has the following two periodic
solutions as same to those of Eq. (3.6)

v = /gsin <\jﬁ + 03> : (4.14)
v = —\/gsin (\jﬁ + C4> . (4.15)

Respectively, substituting (4.14) and (4.15) into the first equation v+ v, + Apvy, +
BVzee = 0 1n (4.4), it yields

Gl
_ (;ﬁ _ P\ﬁ/ﬁ) /g cos (jﬁ + 04) 0. (4.17)

Solving Egs. (4.16) and (4.17), we obtain the parametric condition of 8 = p again.
Also, this is not a coincidence, because the two differential equations in (4.4) have
same solutions in the parametric condition (4.11). Therefore, in the below discus-
sions, the parametric condition (4.11) need not to be repeatedly verified, we can
apply it directly. Thus, when 8 = p < 0, Eq. (4.1) has two exact solutions as
follows:

u(z,t) = \/gsin (\fﬁ + 03> [t Ey0 (AEY)], (4.18)
—+ C4> [t By o ()] (4.19)

u(z,t) = —/gsin (\f
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(iii) When g > 0, p < 0 and h = 0, Eq. (4.6) has the following two exact
solutions as same to those of Eq. (3.6)

v = \/gcosh (\/% + C5> : (4.20)
v = —\/gcosh <\/”;p + Cﬁ> . (4.21)

Thus, when ¢ > 0, 8 = p < 0 and h = 0, Eq. (4.1) has two exact solutions as
follows:

u(z,t) = \/gcosh (\/% + C5> [t Ey 0 (M), (4.22)
u(z,t) = —/gcosh (\/% + CG> [t By 0 (M) (4.23)

(iv) When g > 0, p<0and h = $2§g \/g, Eq. (4.6) has the following four exact
solutions of parametric form as same to those of Eq. (3.6)

v - +1 \/g 3v -1
v+24/ % v g ~
In 0731 +-5In +§l\,f3 = i\/x— + Crs, (4.24)
w22 - v+2\/g +1 P
e+ 1 [—3v 1
v—2,/%2 3 v—2,/9 ~
| V= %m Z*f |- i\/i + Co10, (4.25)
v _ ) —p
v—2y/% v72\/g +

where (3'7’8,9,10 are arbitrary constants. Thus, when g > 0, p < 0 and h = $2§g %,

Eq. (4.1) has four eight solutions of parametric form as follows:

u=vt* 1B, o (At?), (O <v< \/§> ,
1+ 0 1— 5v (4.26)
v+24/% 3 v 2
xr=+/—p |In 70\/; + g In 7+§v - + Cr,
A\ v+2 /2 I+ z
_ pa—1 « g
u=vt"""Eqyq (AtY), (0<v<\/g>,
14+ v 1 — 3v (427)
v+24/% 3 v g
z=—/—p |In 171}\/: —&—gln 74_;)\/; + Cg,
B v+2y/% 1+ v+2,/§

where v is a parameter and 0 < v < \/g7 the C7 g are arbitrary constants. The
(4.26) and (4.27) are two bounded solutions

u = Ut‘klEa,a (™), (1} > g) ,
1+ 0 —Sv_ 1 (4.28)
v+2+/2 v g
2 =+/p |n | — VTV +£1H Vervs )|t
1- v 3 Sv +1
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14+ v [ 3v -1 (429)
v+24/% 3 v g
2 \[ —+2\/; + Csg,

=—vV—0p || ——— —1
x P n 1 U + 3 n 3v + 1
v+24/% v+2\/g
where v is a parameter and v > /%, the C7 5 are arbitrary constants. The (4.28)
and (4.29) are two unbounded solutions

u= vt By o (M), (—\/g <v< 0) :
1+ v 1— 3v (430)
v—2,/4 3 )—24/ 2
‘T:\/_p h’l 1_71}3 +%1n ]‘# +09,
v—2 % + v—2 %
u= vt Ey 0 (M), ( % <wv< 0) ,
1+ - 1— [—2 (4.31)
v—24/2 3 v—2./42
v—24/% + v—2\/§

where v is a parameter and —\/g < v <0, the Cy 19 are arbitrary constants. The
(4.30) and (4.31) are two bounded solutions

u=vt*"'E, o (M), (v < \/g) ,

1 \/T 3v 1 (4.32)
U*2\/g \/§ v—24/4
r=+v—=p|ln| —¥Y—Y2 | 4 Lo | N2 ||+ Qo
P 1_ = 3 35 1 9
v72\/g v72\/g

u=vt*"'E, 0 (M), (v < = g) ;

14 v 3v -1 4.33
Vi) VB [ Ve2VB 4+ Cuo (4:33)

T = —y—p ln 1_7@ —i—?n 30 +1
”*2@ v72\/g

where v is a parameter and v < —\/g, the Cy 19 are arbitrary constants. The (4.32)
and (4.33) are two unbounded solutions.

(v) When g < 0, p < 0 and h = 0, Eq. (4.6) has the following two exact
solutions as same to those of Eq. (3.6)

v = \/—gsinh (\/xjp + On> : (4.34)
v = —/—gsinh (\/ip + 012) . (4.35)

Thus, when g < 0, p < 0 and h =0, Eq. (4.1) has two exact solutions as follows:

u(z,t) = /—gsinh (\/C;p + Cu> [t By (M), (4.36)
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xT

u(z,t) = —/—gsinh ( = + Cl2> [t By 0 (M) (4.37)

(c) Solution (4.27): g =3,p

I
|
N\

(d) Solution (4.36): g = —3,p = —2

Figure 3. The 3D-graphs of the profiles of four solutions: A = —2,a = 0.5.

In order to intuitively show the dynamic property of above solutions, as exam-
ples, under the integral constants C; = 0, (i = 3,5,8,11), the 3D-graphs of the
solutions (4.18), (4.22), (4.27) and (4.36) are illustrated, which are shown in Figure
3(a), (b), (c) and (d) respectively.

Comparing every graph in Figure 2 and Figure 3, it is easy to find that the
reduced speeds of amplitudes of these two kinds of solutions are different although
their dynamic properties are quite similar. Obviously, according to the time ¢ in-
crease, the solution of the time-fractional KdV equation (1.1) under the definition of
Riemann-Liouville derivative is decayed faster than the solution under the definition
of Caputo derivative. This is also because the two-parameter Mittag-Leffler function
t*1Eq o (M) in solutions converges faster than the one-parameter Mittag-Leffler
function E, (At%) when A < 0.
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5. Conclusion

In this work, based on a modified separation method of variables and the dynamic
system method, a combinational method is proposed. Investigation has shown that
the modified separation method of variables has some advantages in reducing nonlin-
ear time-fractional PDEs. As an example for the application of this combinational
method, a generalized nonlinear time-fractional KdV equation is studied under the
Riemann-Liouville and Caputo fractional differential operators, respectively.

Under the definition of Caputo fractional differential operator, taking the in-
tegral constant h = 0, we obtained eight explicit solution such as (3.23), (3.24),
(3.32), (3.33), (3.37), (3.38), (3.56) and (3.57) of the generalized nonlinear time-
fractional KdV equation. As examples, we obtain two special solutions such as
(3.25) and (3.26) in two kinds of boundary conditions and initial value conditions.
When ¢ > 0, taking the integral constant h = :F%g \/g, we obtained eight exact
solutions of parametric form such as (3.45), (3.46), (3.47), (3.48), (3.49), (3.50),
(3.51) and (3.52) of the generalized nonlinear time-fractional KdV equation. It is
not difficult to find that these solutions of parametric form are usually unable to be
obtained by other methods such as invariant subspace method, which is an advan-
tage of the dynamical system method. Of course, the invariant subspace method
also has its own advantages. In fact, whether it is the modified separation method
of variables or invariant subspace method, their ideas both originate from the con-
cept of separating variables. The difference lies in that the modified separation
method of variables assumes the time variables of solutions assumed structure as a
certain fixed function, such as a Mittag-Leffler function or a power function, while
the invariant subspace method assumes the space variables of solutions assumed
structure as certain elementary functions, which are obtained through invariant
subspaces. It’s worth mentioning that some derivative methods of the invariant
subspace method have also been produced, such as the combinations of the invari-
ant subspace method with Lie symmetry analysis and other techniques. Through
these approaches, some authors have investigated exact solutions of some nonlinear
time-fractional PDEs including coupled time fractional PDEs and time-fractional
differential-difference equations [33,34,42,45]. Similarly, there are new ideas for the
development of the separation method of semi-fixed variables. Recently, combin-
ing with the extended separation method of semi-fixed variables and the mapping
method of Riccati equation, a new approach for searching exact solutions on time-
fractional PDEs is introduced in [16].

Under the definition of Riemann-Liouville fractional differential operator, when
B8 = p and the integral constant h = 0, we obtained eight explicit solution such
as (4.12), (4.13), (4.18), (4.19), (4.22), (4.23), (4.36) and (4.37) of the generalized
nonlinear time-fractional KdV equation. When 8 = p, g > 0 and the integral
constant h = $2§g \/g , we obtained eight exact solutions of parametric form such
as (4.26), (4.27), (4.28), (4.29), (4.30), (4.31), (4.32) and (4.33) of the generalized
nonlinear time-fractional KdV equation. Obviously, solutions of the generalized
nonlinear time-fractional KdV equation (1.1) is not limited by the condition 5 = p
under the definition of Caputo fractional differential operator. This also fully shows
that the difficulty on solving a nonlinear time-fractional PDE of Riemann-Liouville
type is much greater than that for a nonlinear time-fractional PDE of Caputo type.

In the results mentioned above, we did not obtain any soliton solutions of frac-
tional generalized KdV equation (1.1) from first to last. However, when o = 1,
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there are many soliton solutions for the integer-order generalized KdV equation
(1.2). Does this mean that there are no soliton solutions when an integer-order soli-
ton equation is changed into a nonlinear time-fractional PDE? This is a fascinating
question, but in the present way, we cannot answer it with certainty, we have to
leave it to those readers who are interested.

A. Appendix

A.1. The definitions of Riemann-Liouville fractional deriva-
tive and Caputo fractional derivative

Definition A.1. ( [32]) If f(¢) is a continuous function at the interval [a,t), then
its arbitrary a-order (fractional) derivative of Riemann-Liouville type is defined by

«@ 1 " ! n—o—
%Lth(t):den/o(t—T) Lf(rydr, n—1<a<mn, t>0.
Definition A.2. ( [6]) If f(t) is a n-order smooth function at the interval [a,t),

then its arbitrary a-order (fractional) derivative of Caputo type is defined by

1 t
IDef(t) = )/O(th)"fo‘flf(”)(T)dT, n—1l<a<n,t>0.

I'n—a

Obviously, the above two definitions are only different in their operation order, the
Riemann-Liouville fractional differential operator is the integral operator at first and
the differential operator in the later, but the Caputo fractional differential operator
is just the opposite.

A.2. The formulas of fractional derivatives of Mittag-Leffler
functions and power function under the Riemann-
Liouville and Caputo differential operators

REDY [t ' Baa (AY)] = M Ey 0 (AY), (A1)
Pl+v) -
RLD 7 = 775” °« > —1, A2
To+y—a) gl (A.2)
§D& B, (M) = AE, (M%), (A.3)
Pl+v) -
Cho 4y Y-«
oDyt F(1+fy—o¢)t , v >0, (A4)

where 0 < a < 1, t > 0, the E, g (At%) is called two-parameter Mittag-Leffler
function, the E, (At%) is called one-parameter Mittag-Leffler function, which are
defined by

= Neghe = Negha
Eqp(M*) = o (M)
8 z;) I(ak +B)’ ;;) T(ak + 1)

Especially, when § = a, the E, g (M%) becomes E o (At).
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